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Zusammenfassung

Historische Dokumente stellen für optische Zeichenerkennungssysteme (OCR) eine große
Herausforderung dar, insbesondere Dokumente von schlechter Qualität, die handschriftliche
Anmerkungen, Stempel, Unterschriften und historische Schriftarten enthalten. Da die
meisten OCR-Systeme entweder maschinell gedruckte oder handschriftliche Texte erken-
nen, müssen im Falle von gedruckten und handschriftlichen Komponenten vor dem Einsatz
des jeweiligen Erkennungssystems diese getrennt werden. Diese Thesis befasst sich mit
dem Problem der Segmentierung von Handschriften und Druckschriften in historischen
lateinischen Textdokumenten. Um das Problem des Mangels an Daten, bei welchen
handschriftliche und maschinell gedruckte Bestandteile vorkommen, die sich auf dersel-
ben Seite befinden oder sogar überlappen, sowie deren pixelweisen Annotationen zu lösen,
wurde die in [12] vorgeschlagene Datensynthesemethode angewandt und neue Datensätze
erzeugt. Diese neu erstellten Bilder und ihre Beschriftungen auf Pixelebene wurden zum
Training des in [5] vorgestellten Fully Convolutional Model (FCN) verwendet. Das neu
trainierte Modell hat bessere Ergebnisse bei der Trennung von maschinell gedrucktem und
handgeschriebenem Text in historischen Dokumenten gezeigt.



Abstract

Historical documents present many challenges for Optical Character Recognition Sys-
tems (OCR), especially documents of poor quality containing handwritten annotations,
stamps, signatures, and historical fonts. As most OCRs recognize either machine-printed
or handwritten texts, printed and handwritten parts have to be separated before using
the respective recognition system. This thesis addresses the problem of segmentation of
handwritings and printings in historical Latin text documents. To alleviate the problem
of lack of data containing handwritten and machine-printed components located on the
same page or even overlapping each other as well as their pixel-wise annotations, the data
synthesis method proposed in [12] was applied and new datasets were generated. The
newly created images and their pixel-level labels were used to train Fully Convolutional
Model (FCN) introduced in [5]. The newly trained model has shown better results in the
separation of machine-printed and handwritten text in historical documents.



CONTENTS iii

Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 Background and Preliminaries 3

2.1 Ground Truth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.2 Loss Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.3 CRFs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

3 Related Work 5

3.1 OCR and hOCR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

3.2 Synthesis of Ground Truth . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3.3 Binarization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3.4 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3.5 Post-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

4 Data Collection and Model 10

4.1 IAM Database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

4.2 CVL and jottueset Databases . . . . . . . . . . . . . . . . . . . . . . . . . 13

4.2.1 CVL Database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

4.2.2 jottueset Database . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

4.2.3 Data Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

4.3 wgm Database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

4.3.1 “Wiedergutmachung” Project . . . . . . . . . . . . . . . . . . . . . . 17

4.3.2 Data Labeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

4.3.3 Crops Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4.3.4 Data Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4.4 Model Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.4.1 FCN-light . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.4.2 CRF Post-processing . . . . . . . . . . . . . . . . . . . . . . . . . . 27



CONTENTS iv

5 Experiments 28

5.1 IoU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5.2 Experiment 1: cvl_jottueset . . . . . . . . . . . . . . . . . . . . . . . . . . 29

5.3 Experiment 2: wgm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

5.4 Experiment 3: wgm-cvl_jottueset . . . . . . . . . . . . . . . . . . . . . . . 31

6 Discussion and Conclusions 39

6.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

6.2 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . 41



LIST OF FIGURES v

List of Figures

1 Illustration of fully connected CRFs [3]. . . . . . . . . . . . . . . . . . . . . 4

2 A crop of a handwritten region in a historical document illustrating incon-
sistent width and height of characters and text rotation. . . . . . . . . . . 5

3 Illustration of challenging aspects of historical documents: poor quality of
page image, overlappings, faded ink, and degraded spots (wgm dataset). . . 10

4 Samples of an IAM form, a text line, and some extracted words. . . . . . . 11

5 Some failed segmentation results of handwritten and printed regions by
creating pixel-wise annotations of IAM forms. . . . . . . . . . . . . . . . . 12

6 Some segmentation results of handwritten and printed regions after adjust-
ing y-upper and y-lower values by creating pixel-wise annotations of IAM
forms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

7 A truncated lower part of a handwritten region in an IAM form. . . . . . . 13

8 (a): an original sample of the jottueset data; (b): its pixel-level annotation. 15

9 Examples of samples used for the data synthesis: (a): a cropped handwrit-
ten region of an CVL page; (b): a sample from the jottueset database. . . 15

10 Pipeline of the data synthesis method. . . . . . . . . . . . . . . . . . . . . 16

11 Some results of data synthesis using CVL handwritten crops and images of
jottueset printed documents : (a) synthesized patches (b) corresponding
pixel-level annotations of the patches. . . . . . . . . . . . . . . . . . . . . . 18

12 A sample of the Microfilm subset (wgm). . . . . . . . . . . . . . . . . . . . 19

13 A sample of the color photos subset (wgm). . . . . . . . . . . . . . . . . . 20

14 Samples of crops generated using annotations of the Microfilm subset (wgm). 22

15 Samples of crops generated using annotations of the color photos subset
(wgm). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

16 Some results of data synthesis using handwritten and machine-printed crops
of Microfilm scans (wgm): (a) synthesized patches (b) pixel-level annota-
tions of synthesized patches where the background was misclassified as
handwriting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

17 Some failed results of data synthesis using handwritten and machine-printed
crops of color scans (wgm): (a),(c): synthesized patches (b),(d): pixel-
level annotations of synthesized patches. . . . . . . . . . . . . . . . . . . . 24



LIST OF FIGURES vi

18 Some results of data synthesis using binarized handwritten and machine-
printed crops of color photos subset (wgm): (a) synthesized patches (b)
pixel-level annotations of synthesized patches. . . . . . . . . . . . . . . . . 25

19 A lightweight variation of the FCN-8 model (the ReLu layers have been
omitted from the diagram for clarity) [5]. . . . . . . . . . . . . . . . . . . . 26

20 Illustration of Intersection over Union (IoU) [24]. . . . . . . . . . . . . . . 28

21 Some evaluation results achieved by the fcnn_cvl_jottueset_subset model
on crops synthesized from cvl_jottueset images. . . . . . . . . . . . . . . . 31

22 Some results achieved by the fcnn_cvl_jottueset_subset model on real his-
torical documents of the color photos subset (wgm). . . . . . . . . . . . . 32

23 Some results achieved by the fcnn_cvl_jottueset_subset model on real his-
torical documents of the Microfilm subset (wgm). . . . . . . . . . . . . . . 33

24 Some evaluation results achieved by the fcnn_wgm model on crops synthe-
sized from wgm documents. . . . . . . . . . . . . . . . . . . . . . . . . . . 33

25 Some results achieved by the fcnn_wgm model on real historical documents
of the color photos subset (wgm). . . . . . . . . . . . . . . . . . . . . . . . 34

26 Some results achieved by the fcnn_wgm model on real historical documents
of the Microfilm subset (wgm). . . . . . . . . . . . . . . . . . . . . . . . . . 35

27 Some evaluation results achieved by the fcnn_wgm-cvl_jottueset_subset
model on crops synthesized from wgm and crops synthesized from cvl_jottueset
images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

28 Results achieved by the fcnn_wgm-cvl_jottueset_subset model on real his-
torical documents of the color photos subset (wgm). . . . . . . . . . . . . 37

29 Some results achieved by the fcnn_wgm-cvl_jottueset_subset model on
real historical documents of the Microfilm subset (wgm). . . . . . . . . . . 38

30 Results achieved by the original model [5] on real historical documents of
the color photos subset (wgm). . . . . . . . . . . . . . . . . . . . . . . . . 40

31 Results achieved by the original model [5] on real historical documents of
the Microfilm subset (wgm). . . . . . . . . . . . . . . . . . . . . . . . . . . 41

32 Results achieved by the fcnn_wgm-cvl_jottueset model (trained on the
whole wgm-cvl_jottueset dataset) on real historical documents of the color
photos subset (wgm). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42



LIST OF FIGURES vii

33 Results achieved by thefcnn_wgm-cvl_jottueset model (trained on the whole
wgm-cvl_jottueset dataset) on real historical documents of the Microfilm
subset (wgm). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43



LIST OF TABLES viii

List of Tables

1 List of parameters used in the data synthesizing method with the CVL
handwritten crops and jottueset printed documents. . . . . . . . . . . . . . 17

2 Overview of the number of crops in CVL and jottueset databases and of
the synthesized patches. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3 Number of images in the Microfilm and color photos subsets (wgm). . . . . 18

4 List of parameters used in the data synthesizing method with the wgm crops. 23

5 Overview of the number of crops in Microfilm and color photos subsets and
of the synthesized patches using them (wgm). . . . . . . . . . . . . . . . . 25

6 Overview of the collected data. . . . . . . . . . . . . . . . . . . . . . . . . 25

7 Split ratios for wgm, cvl_jottueset and wgm-cvl_ jottueset datasets. . . . . 29

8 Training history of the following models: fcnn_wgm, fcnn_cvl_jottueset
and fcnn_wgm-cvl_jottueset. . . . . . . . . . . . . . . . . . . . . . . . . . 29

9 Split ratios for cvl_jottueset_subset and wgm-cvl_jottueset_subset. . . . . 29

10 Training history of the following models: fcnn_cvl_jottueset_subset and
fcnn_wgm-cvl _jottueset _subset. . . . . . . . . . . . . . . . . . . . . . . . 29

11 Evaluation results achieved by fcnn_cvl_jottueset_subset model. . . . . . 30

12 Evaluation results achieved by fcnn_wgm model. . . . . . . . . . . . . . . 31

13 Evaluation results achieved by fcnn_wgm-cvl_jottueset_subset model. . . 36



1 INTRODUCTION 1

1 Introduction

In order to avoid repeating mistakes in the future, we have to be able to learn from the
past. Historical records are a major source of knowledge, documenting an important part
of our past and consequently, our cultural identity is hidden behind the lines of historical
documents. For that reason, they help us develop a better understanding of how things
work in the world.

Automatic understanding of historical documents remains an active area of research
in computer science. In recent years, many libraries all around the world have published
such documents, making them readily available to the general public [33, 6]. However, raw
document images and scans published by online digital libraries are of the greatest benefit
if there is a textual transcription available, in particular for handwritten1 components [27].
The transcriptions serve mainly the information retrieval purpose. Thus, the invaluable
information the historical documents contain must be extracted.

To make the retrieval of required information faster and to make it possible to
reference documents much more easily, the documents need to be completely searchable
for keywords or whole phrases. To that end, we need data to be machine-understandable.
That greatly facilitates data management and reduces limitations in maintenance and
accessibility [15]. As a result, the textual content of millions of scanned documents can
be browsed with search masks and strings and become available to the public. In this way,
with the help of contemporary tools such as various translation software programs, the
historical documents are also readily accessible for non-native speakers of the language in
which the documents are. Besides the accessibility in different languages, digital libraries
allow multiple and simultaneous access to documents as well as access on demand. All
that speeds up and simplifies information retrieval enormously.

1.1 Motivation

This thesis addresses the problem of handwritten and machine-printed text separation
in the context of historical documents. There are records in historical documents con-
taining mixed text, where text areas of handwritten and machine-printed components
are very close to or even overlapping each other. Examples of such records are archival
documents, manuscript materials, journals with handwritten notes in the margins, forms
and tables filled out by hand, etc. However, the information retrieval, in this case, re-
mains a challenging problem as the handwritten scripts are overly unstructured and hard
to understand due to a variety of reasons including irregularities in writing, ligatures,
abbreviations, historical fonts, historical spelling variants, paper degradation, displaced

1In this work terms “handwritten” and “hand-generated” are used interchangeably.
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characters, blotches, faint texts and bleed-through from the following page [37]. To re-
trieve this information manually, an extremely high amount of human labor is needed,
which makes the retrieving process highly expensive and time-consuming. As a matter of
fact, there has been some research on the classification of handwritten and printed text,
but the conventional methods in this area have some significant limitations [12]. Most of
them tend to be ineffective showing low accuracy in cases where these machine-printed
and handwritten parts are overlapping each other or are located on the same page. Such
cases seem closest to reality and therefore are of most significance.

In fact, the stage of document segmentation is an essential pre-processing stage in
an Optical Character Recognition (OCR) system, which is used to read and transcribe
scanned documents. As input data, the system takes scanned images and converts them
into digitized text [25]. Since most OCR systems recognize either machine-printed or
handwritten text [11], documents that contain mixed text have to be segmented into
printed and handwritten parts first for using the respective OCR system [7].

The contribution of this thesis is manifold. First, it includes the generation of
new labeled image data containing many overlappings synthesized from handwritings and
printings of Latin texts (English and German) for training. Secondly, data collection
and analysis of the existing datasets are part of the contribution as well. Furthermore, it
introduces new models built upon the FCN [5] for identification of printed and handwritten
parts in images and trained with the newly synthesized data. Finally, the models are
evaluated and compared with each other as well as with the original model [5].

This thesis is structured as follows. To begin with, some topic-specific concepts
used in this work are provided in Chapter 2. Chapter 3 introduces the OCR of historical
documents, and it briefly summarizes conventional methods used for the text separation
and its major stages. In Chapter 4 data collection process, as well as model architecture,
is demonstrated. The results of model training are shown in Chapter 5. Finally, Chapter 6
discusses these results as well as summarizes and concludes the outcome of the thesis.
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2 Background and Preliminaries

In this chapter, some essential concepts related to this work are described. The following
paragraphs are intended to give a brief introduction to the theoretical background terms,
which will be used later in this thesis in the data pre-processing, classification, and post-
processing stages.

2.1 Ground Truth

Ground truth is the reality one wants a model to predict. In other words, it is what
one sets as the target value for the training and validation data. In some cases, ground
truth can be wrong, if some samples are incorrectly annotated. As a matter of fact, the
performance of the model is directly dependent on the quality of the ground truth used
to train and test the model with [8].

2.2 Loss Function

Loss function is mainly used to correct the model’s predictions and set the parameters
so that the model improves itself. To put it differently, the machines learn using a loss
function, as this metric shows how “far” an estimated value is from the target value: the
greater this deviation, the higher the loss value. In fact, there are several most commonly
used loss functions, and the choice of the proper loss function for a given problem depends
essentially upon computational issues [32].

Within the scope of this work, weighted categorical cross-entropy is used as a loss
function. The standard weighted categorical cross-entropy loss is given by:

Jwcce = −
1

M

K∑
k=1

M∑
m=1

wk × ykm × log (hθ (xm, k))

where

M number of training examples

K number of classes

wk weight for class k

ykm target label for training example m for class k

xm input for training example m

hθ model with neural network weights θ [10].

Since in this thesis a distinction is made between machine-printed text, handwritten
text, and background, there is a three-class classification problem. In the case of a multi-
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class classification task, the categorical cross-entropy loss function can be weighted by
class, increasing or decreasing the relative penalty of a probabilistic false negative for an
individual class [10].

2.3 CRFs

Conditional Random Fields (CRFs) is a framework for building probabilistic models to
segment and label sequence data presented in [19]. CRFs are often applied to the task
of pattern recognition and sequence prediction and are widely used as a post-processing
technique for image segmentation to achieve better clarity in a segmented image [3].

There are multiple types of CRF models such as Linear CRFs, Grid CRFs, Skip-
Chain CRF and Dense CRFs [3]. Basically, CRF takes into account the “neighbouring”
samples. As such, Linear CRFs are most commonly used for Natural Language Processing
(NLP) tasks while Grid CRFs have been applied widely for pattern recognition problems.

In dense or fully connected CRFs, every node is connected to n-1 nodes, meaning
all nodes in the image are connected to every other node as depicted in Figure 1, which
was taken from [3]. Due to the fully connected structure, this is the best possible CRF to
be applied to an image segmentation process. Applying CRFs, label agreement between
similar pixels is maximized by assigning pixels with similar features the same prediction
[38]. As a matter of fact, with so many relationships comes the computational complexity,
which implies that a lot of time is required to compute all these relationships [3].

Figure 1: Illustration of fully connected CRFs [3].
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3 Related Work

3.1 OCR and hOCR

While printed text recognition is considered a solved problem, converting handwriting into
machine-encoded text still remains a challenging problem [4]. In [11], Islam et al. stated
that based on the type of input, the OCR systems can be categorized as handwriting
recognition and machine-printed character recognition. An OCR system depends mainly
on the extraction of features and classification of these features, hence handwritten OCR
(hOCR) is considered as a subfield of OCR [25]. That is due to the challenges that
hOCR systems encounter such as a variety of individual handwritings, including different
styles and alphabets, variability of strokes from person to person, inconsistent width and
height of characters, rotation to the right and/or left, etc. In addition, while text in
printed documents is usually located along horizontal lines, text written by hand does
not necessarily sit in straight lines. Also, handwritings are often a mix of touching and
not touching characters, making the distance between neighboring components variable
(see Figure 2).

Figure 2: A crop of a handwritten region in a historical document illustrating inconsistent
width and height of characters and text rotation.

Moreover, some handwritten scripts such as the ones in historical documents, which
are the center of our interest, have features that make the task even more challenging. In
fact, working with historical records, one often has to deal with images of poor quality due
to paper degradation over time and images of uneven illumination, whilst image quality
is critical for handwriting recognition [39]. Furthermore, these images have complex
backgrounds arising from paper textures (e.g., curved edges near book bindings) and
from paper degradation, which generates noise and increases processing time [37]. Also,
cursive handwriting where neighboring characters are usually connected, makes separation
and recognition of symbols harder.

OCR of historical printed documents is a challenging task as well. Similarly, as in
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the case of handwritten historical records, problems such as lack of quality in scanned
document images, degraded state of paper resulting in excessive noise and black spots,
historical fonts and spellings still remain.

As has been said, due to different visual appearance and structural properties of
machine-printed and handwritten text, separation of mixed text is required for using
respective efficient OCR system [7]. Thus, before being passed on to a suitable OCR, this
text has to be identified either as printed or handwritten and separated.

Character recognition in historical documents is not a new problem and has been
a research topic in a number of studies. In [1], Breuel et al. used LSTM-based OCR
for printed English text and historical German Fraktur text for the first time. Their ap-
proach without any language modelling yielded low error rates compared to other leading
OCR engines such as OCRopus2 and Tesseract3. In [37], Springmann et al. focused on
recognizing historical fonts and historical spelling variants in document images of Latin
texts. With their experiments for the standard systems, which are ABBYYFineReader4,
Tesseract and OCRopus, they showed that high character recognition accuracies (up to
80.57% for ABBYYFineReader, 78.77% for Tesseract and 81.66% for OCRopus) might
be expected also for 16th century records [37]. OCR of historical archival documents in
Finnish was explored by Drobac in [4]. The main problem of such records is that they are
mainly written in Gothic (Fraktur) font, which is harder to recognize as Fraktur docu-
ments contain many touching characters and ligatures [4]. A character accuracy of 93.50%
with OCRopus software as well as accuracy of over 94% with additional post-processing
was achieved in [4]. In [2], Chammas et al. presented a deep convolutional recurrent neural
network (CRNN) system for handwriting recognition in multilingual Latin historical doc-
uments. In fact, most hOCR systems work at the line-level by transforming the text-line
image into a sequence of feature vectors. The novelty of the proposed method is that it
also works with a small amount of manually segmented and labeled text-lines where there
are only transcriptions at the paragraph-level available with no text-line information.

3.2 Synthesis of Ground Truth

As mentioned before, separation of text regions is required for using a respective OCR
system. For that purpose, text components have to be identified first (e.g. as handwritten
or printed) by a classifier. These annotations are called ground truth - the target value
for the training and test data. In the context of this work, ground truth gives information
on whether a component is known to be handwritten or printed in reality. In fact, ground

2Available at: https://github.com/ocropus/ocropy
3Available at: https://github.com/tesseract-ocr
4Available at: https://www.abbyy.com/
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truth creation is crucial for all steps of an automatic document image processing pipeline
such as layout analysis, text recognition, word spotting, writer identification, as well as
document understanding [8]. To accelerate the ground-truthing process, Fischer et al.
proposed a semi-automatic ground truth creation method for recognition of handwritten
components in historical documents [6]. Once features are extracted, Fischer et al. sug-
gested to train HMM in order to find optimal word boundaries for a given transcription.
On the other hand, a proposed method in [8] for creating ground truth for historical
manuscripts is based on document graphs and a pen-based scribbling interaction. In [26],
Nafchi et al. presented the PhaseGT tool, which also aims to reduce the manual ground-
truthing effort. In cases where a dataset provides XML data containing information such
as bounding boxes of every single word, line, or even a paragraph, ground truth can be
created using this metadata. In this manner, Dutly et al.[5] created ground truth for IAM
dataset. Moreover, ground truth can be created with specific software. In recent years,
several on-line available tools for ground truth creation such as VoTT by Microsoft5 and
Amazon SageMaker Ground Truth by Amazon6 have been published.

3.3 Binarization

Before distinguishing between handwritten and printed components in images, pre-processing
steps such as binarization can be applied to enhance the quality of the images [11]. As
Tensmeyer et al. mentioned in [39], binarization is a critical pre-processing step in many
applications and helps facilitate other document processing tasks such as character recog-
nition. As a matter of fact, the quality of the binarization can significantly affect system
performance [39]. Indeed, there is less noise in binary images, since binarization can serve
as a noise removal process, which increases document readability [39]. Moreover, binary
images take less disk space, which is critical when working with big datasets of images.

In general, historical document images are more difficult to binarize than modern
scanned documents [39] because of degraded condition and since because many histori-
cal documents are digitized with cameras, some of which produced images have uneven
illumination due to bad lighting or because the page is not fat (e.g., curved edges near
bookbindings). In addition, typical features of historical document images such as com-
plex backgrounds, stains, creases, border noise, faint text, and multiple text colors only
add to the complexity of historical document binarization [39]. In fact, there is no single
binarization algorithm that performs equally well on every image [20]. Therefore, each
binarization method aims to address some particular problem.

The classical thresholding algorithms include Otsu [29], Niblack [28], Sauvola [34]
5Available at: https://github.com/Microsoft/VoTT/
6Available at: https://aws.amazon.com/de/sagemaker/groundtruth/
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and Wolf [40] binarizations [39]. In Otsu’s global thresholding, which remains popular
as Tensmeyer and Martinez claim in [39], a value of the threshold is not chosen but
is determined automatically. Otsu’s approach effectively handles images with uniform
background and has no parameters to tune, but often fails in the presence of images with
non-uniform background.

In contrast, the other three methods fall under the category of a local threshold
considering threshold parameters over small regions [36]. Niblack is a simple local adaptive
threshold based on window mean and standard deviation [39]. To solve the problem with
background-only windows of Niblack, the method was improved to Sauvola binarization,
whereas Wolf is an extension of Sauvola with global normalization [39].

3.4 Classification

As previously stated, text in images has to be categorized (e.g. printed or handwritten)
before being passed on to an OCR system [11]. The text classification problem can be
addressed using various techniques that aim at differentiating between handwritten and
printed text. Traditional approaches in this field include algorithms based on Hidden
Markov Models (HMMs). In [33] Sánchez et al. wrote that handwritten text recognition
borrows concepts and methods from the field of Automatic Speech Recognition (ASR),
since to some extent, the transcription of handwritten text images is comparable with
the task of recognizing continuous speech in an audio file. Because there were efficient
techniques for line detection, existing methods for transcription of handwritten text also
worked on a line-level [33]. To discriminate hand-generated and machine-printed annota-
tions in document images, Guo et al. [9] applied HMM that segments text on a word-level.
In [30], Peng et al. used G-means based classification and a Markov Random Field (MRF)
relabeling procedure. Thus, the whole document modeled as an MRF is divided into three
classes: printed, handwritten, and overlapped texts. Subsequently, Peng et al. applied
an MRF-based classification approach to assign the overlapping cases to the remaining
classes (machine-printed and hand-generated) using pixel-level separation.

In [35], Shetty et al. proposed to use Conditional Random Fields (CRFs) in docu-
ment segmentation and compared their approach to other methods such as Naive Bayes
and Neural Networks. A two-level classification approach using Support Vector Machine
(SVM) classifier for text localization in documents is described in [13]. Similarly, SVM was
applied in [7], where Garlapati et al. described an approach to classify machine-printed
and handwritten components at world-level by their visual impression and structural fea-
tures. In the proposed method the model was trained and tested on IAM7 dataset since
it contains both components.

7Available at: https://fki.tic.heia-fr.ch/databases/iam-handwriting-database
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Recent solutions for the image segmentation task on a pixel-level imply methods
based on deep neural networks [18, 12, 31, 22, 5]. Yielding pixel-wise labels, these meth-
ods allow the distinction between handwritten and machine-printed components in case
of overlappings. Especially Convolutional Neural Networks(CNNs) are being used exten-
sively for the recognition of optical characters. This is partially due to the availability of
large datasets and partially due to the fact that CNN-based architectures are well suited
for recognition tasks where input is an image [25]. In [12], Jo et al. propose the first
pixel-level separation method based on end-to-end learning of a CNN. To alleviate the
class imbalance problem that occurs as the number of background pixels is much larger
than the foreground, a new loss function considering class frequencies and sample dif-
ficulties is introduced. To solve the problem of the lack of an appropriate dataset, the
authors develop a data synthesis method that provides pixel-level annotations and many
overlappings.

In [5], Dutly et al. introduced a lightweight Fully Convolutional Network (FCN)
model, which solves the problem of printed and handwritten text identification on a
pixel-level by combining the model with a Conditional Random Field (CRF) for post-
processing. As Dutly et al. illustrated in [5], the number of parameters used by the
lightweight architecture, which is inspired by the FCN-8 architecture [22], is significantly
smaller than the U-Net - another well known fully convolutional architecture [31] also
used for the image segmentation task. In [5], Dutly et al. used a pixel-based classification
method as classification methods based on other separation levels such as word-, line-,
region-based proved to be ineffective at distinguishing handwritten text which overlaps
printed parts.

3.5 Post-processing

After classification, post-processing can be performed to achieve better clarity in seg-
mented images [3] and therefore to improve the accuracy of OCR results [11]. For this
purpose, Hidden Markov Models (HMMs) have been well understood and widely applied
as a post-correction technique in image segmentation [19, 9]. In the last few years, Condi-
tional Random Fields (CRFs) are often used for image segmentation problems. [21, 17, 3].
Alternatively, graphical models like Markov Random Fields (MRFs) are popular in the
process of image segmentation as a post-processing technique [14].

Dense CRFs can be applied for processing segmented images to get higher accuracy
images [3] and therefore for attaining better clarity in segmented images [17]. Krähenbühl
and Koltun have demonstrated in [17] that dense pixel-level connectivity considerably
improves segmentation and labeling accuracy in segmented images and thus leads to
significantly more accurate pixel-level classification performance.
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and some isolated words.

Figure 4: Samples of an IAM form, a text line, and some extracted words.

IAM dataset is one of a few datasets, which provides XML metadata that can be
used to create pixel-level annotations of images or ground truth. Using this XML data,
pixel-level annotated masks containing information on whether the text is handwritten or
machine-printed can be created. For segmentation of IAM forms, in [5] Dutly et al. used
fixed y values. In practice, segmentation of printed and handwritten parts using these
fixed coordinates was not successful over all IAM forms. There were some images, where
a few text lines were misclassified above or under the separation line between printed and
handwritten parts, since a position of the separation line is not fixed (see Figure 5).

Thus, the y-lower value was adjusted as well as the y-upper value was expanded
as in some forms the lower part of the handwritten text was truncated as illustrated in
Figure 7. Since there is a footer containing printed and handwritten regions after the
main handwritten part in the IAM forms, the y-upper value was expanded to the footer.
The experimentally determined y-upper value is 2785 instead of 2215. As the printed line
in the footer is of the same font and size as the other printed part in the top, it is not of
much use and can be omitted. The same also applies to the handwritten line in the footer.
The corresponding script8 and the pixel-wise annotations9 of the IAM can be found in

8https://github.com/anaprikho/printed-hw-segmentation/blob/dev/dataset_generation/iam2segmentation
/iam2segmentation.py

9https://github.com/anaprikho/printed-hw-segmentation/tree/master/datasets/IAM
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Figure 5: Some failed segmentation results of handwritten and printed regions by creating
pixel-wise annotations of IAM forms.

the git repository.

(a) y-lo and y-up fixed (b) y-lo and y-up fixed

Figure 6: Some segmentation results of handwritten and printed regions after adjusting
y-upper and y-lower values by creating pixel-wise annotations of IAM forms.
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(a) y-lo = 2215 (b) y-lo = 2785

Figure 7: A truncated lower part of a handwritten region in an IAM form.

4.2 CVL and jottueset Databases

To generate a new dataset with the help of the data synthesis method we need two types
of input data: scripts written by hand and machine-printed scripts. For that purpose, the
CVL10 and the jottueset11 databases were collected.

4.2.1 CVL Database

Kleber et al. presented the CVL database in [16]. It contains handwritten lines, hand-
written words, and whole pages of mixed script. The CVL database consists of document
images with cursive handwritten German and English text, which has been chosen from
literary works. Within the context of the data synthesis method, large text blocks such
as paragraphs rather than single words or lines are of most interest.

In fact, there is a couple of machine-printed sentences on top of each page followed
by a handwritten part, which completely replicate the printed text above. The printed
text block is placed between two horizontal separation lines. For the machine-printed texts
the same font and size were used over all pages. On the other hand, the parts generated
by hand were written by a variety of writers, since in total 310 writers participated in
the dataset, 27 of which wrote 7 texts and 283 writers had to write 5 texts. Compared
to the machine-printed sentences, these texts show the diversities of handwriting. The

10https://cvl.tuwien.ac.at/research/cvl-databases/an-off-line-database-for-writer-retrieval-writer-
identification-and-word-spotting

11https://drive.google.com/file/d/1Q4kDiJts-yi9IhsYT6ku5Y4WNhwagnPJ/view
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ink color and its intensity also vary from author to author. Actually, for each page there
is a cropped version only with handwritten text available. Because of this, there is no
need to retrieve the metadata stored in the XML files to find out information on text
locations to crop the handwritten parts out. In other words, no pre-processing of this
data is necessary.

In this manner, 1604 crops containing only handwritten text were collected, which
can be subsequently used for generation of a new dataset using the data synthesis method
proposed in [12].

4.2.2 jottueset Database

To generate a new dataset using the data synthesis method [12], handwritten and machine-
printed crops are required. Since there are already CVL handwritten crops collected that
can be used for data synthesis, machine-printed crops are needed. For this purpose, the
jottueset database can be used. This dataset includes 141 scanned in black and white
questionnaire documents, which mainly contain forms and tables. It is important to
emphasize that the questionnaires are not filled in, which means there are only machine-
printed components of a few different print fonts, some of them are also bold or italic. As
a matter of fact, the jottueset dataset is characterized by relatively low diversity compared
to the CVL.

Since there is no ground truth readily available for these scanned documents, their
pixel-level annotations were created12. The Figure 8 illustrates an annotated sample
of the jottueset dataset, where red and blue denote machine-printed components and
background, respectively.

In total, 141 pixel-wise annotations13 for jottueset images containing only machine-
printed parts were generated, which can be subsequently used for data synthesis.

4.2.3 Data Synthesis

As already mentioned before, there is a lack of datasets containing both handwritten and
machine-printed components overlapping each other. Most existing datasets, however, do
not provide pixel-level annotations (ground truth), which are required for training and
accuracy calculation of segmentation results performed by a model later. As a solution, a
new dataset using a data synthesis method introduced in [12] can be created by practically
overlaying handwritten crops on printed components. The Figure 10 illustrates the data

12https://github.com/anaprikho/printed-hw-segmentation/blob/dev/dataset_generation
/printedsci2segmentation/gen_data.py

13https://github.com/anaprikho/printed-hw-segmentation/tree/master/datasets/jottueset_gt
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(a) (b)

Figure 8: (a): an original sample of the jottueset data; (b): its pixel-level annotation.

(a)

(b)

Figure 9: Examples of samples used for the data synthesis: (a): a cropped handwritten
region of an CVL page; (b): a sample from the jottueset database.

synthesis process. In order to reflect the diversity of real documents, some randomized
transformations such as resizing and translation were applied to handwritten components.

This method allows to generate realistic pixel-level annotated training samples hav-
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Figure 10: Pipeline of the data synthesis method.

ing many overlappings of printed and handwritten characters. However, the authors
argued that simply overlaying of handwritten and machine-printed components is not
enough as such approach leads to undesirable synthesizing results such as block artifacts
(illustrated in [12]). For more realistic images Jo et al. multiplied images with their
binary masks to extract only handwritten pixels.

To synthesize data containing many overlappings, this data generation method was
applied to the CVL crops and the jottueset scanned questionnaire documents (see Fig-
ure 9). In doing so, new patches and their corresponding pixel-level annotations were
created. However, after executing the method with unchanged parameters, there were
many newly created patches containing an excessive number of handwritten components
merging into whole bunches of "ink" spots. Thus, some parameters were adjusted14, since
keeping them unchanged led to unsatisfied results. The number of sentences was reduced
from 100 to 4 as well as an array of scales were extended from [0.7, 1., 1.5] to [0.7, 1.,
1,5, 2., 2.3, 2.7, 3.5]. Regarding the image size, it was set to 256*256 pixels. A list of the
parameters used for the generation of new patches is shown in Table 1. Blue, red, and
green denote background, machine-printed text, and handwritten text pixels, respectively.

14https://github.com/anaprikho/HTSNet/blob/master/data_generation.py
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Yellow are overlapping areas. As a result, altogether 16,548 images were synthesized15.
Table 2 represents an overview of the numbers of samples in each database as well as of
newly synthesized patches. Examples of some data synthesis results are represented in
Figure 11, where the first row shows synthesized patches and the second row indicates
corresponding pixel-level annotations.

cvl-jottueset
NUM_SENTENCE 4
SCALES [0.7, 1., 1.5, 2., 2.3, 2.7, 3.5]
PATCH_SIZE 256
STRIDE_SCALE 1.5
MAX_ROTATION 0

Table 1: List of parameters used in the data synthesizing method with the CVL hand-
written crops and jottueset printed documents.

handwritten machine-printed
cvl handwritten crops 1604 -
jottueset forms - 141
synthesized patches (cvl-jottueset) 16548

Table 2: Overview of the number of crops in CVL and jottueset databases and of the
synthesized patches.

4.3 wgm Database

4.3.1 “Wiedergutmachung” Project

Another data we collected is a subset of the data provided by the Landesarchiv Baden-
Württemberg (LABW) within the scope of the "Wiedergutmachung"16 (wgm for short)
project. In fact, the aim of the project is to present the history of reparations in Germany
as an essential aspect of Germany’s postwar and democratic period more clearly than it
has been done so far. Thus, the digitization and subsequent enrichment of corresponding
catalog data with the help of machine-generated metadata will be tested as part of the
"Wiedergutmachung" project. This implies the creation of a digital library system by
bringing and storing the digitized associate knowledge together. Consequently, the cen-
tralized access to the historical information can be made possible in the Archive Portal-D,

15https://github.com/anaprikho/printed-hw-segmentation/tree/master/datasets/cvl_jottueset
16https://www.fiz-karlsruhe.de/de/forschung/wiedergutmachung

https://www.landesarchiv-bw.de/de/landesarchiv/projekte/projekt-zur-wiedergutmachung/71002



4 DATA COLLECTION AND MODEL 18

(a) patches

(b) labels

Figure 11: Some results of data synthesis using CVL handwritten crops and images
of jottueset printed documents : (a) synthesized patches (b) corresponding pixel-level
annotations of the patches.

an online information system that allows sector-specific access to the archival informa-
tion and digitized archives (such as documents and photographs) of the German Digital
Library. Without a doubt, this project will make a vital contribution to the research of
the changes in German society after 1945.

wgm number of images
Microfilm 153
color photots 150

Table 3: Number of images in the Microfilm and color photos subsets (wgm).

The collected wgm data consists of document scans including archival records such
as forms filled in by hand, typewritten certificates, testimonies, and declarations dating
back to the 20th century and contains plenty of personal information such as names,
birth dates, places of residence, occupation, etc. In fact, there are two types of media
representation of archival records in the wgm dataset: Microfilm and color photos. As
shown in Table 3, there are 153 images in the Microfilm and 150 images in the color
photos subset in total. The Microfilm includes black and white scans of typewritten
documents with a small number of handwritten notes in the main text as well as in the
margins, underlinings, checkmarks, digits, and signatures (see Figure 12). In contrast to
the Microfilm, there are many typewritten forms filled in by hand in the second subset
and scans are in full color (see Figure 13).
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provides all the information about tags there are in each image as well as coordinates
of the image regions that were assigned to these labels. Having the coordinates and
label tags’ name of each annotated region, one can simply crop the region out of the
original image and save it19. In total, out of 153 images of Microfilm subset 53 crops
of handwritings and 44 crops of typewritings were generated20. As for the subset of
colorful scans containing 150 images, there are 139 crops of handwritings and 296 crops
of typewritings in total21. As can be seen, there is a significant difference in numbers
of crops created from Microfilm and from color photos despite the almost equal number
of the original images in both subsets. The reason for this is provided in the following
paragraphs.

In the case of the Microfilm subset, there are many printed documents containing
texts written in the same font. Obviously, annotating more regions there will be more
crops, but crops of texts having the same characteristics (such as font and font size) do
not add more value to data. Since the quality of data is more important than quantity,
these similar regions of text in the document scans were not considered for annotation.
Moreover, since the Microfilm documents were already converted into black and white by
the scanning process, they have more noise. Many of them also contain foreign objects
such as punch holes or an archivist’s hand. Within the framework of the thesis, such noisy
regions were skipped for better clarity in synthesized data, since noisy images can affect
system performance [39].

In contrast, the number of crops derived from the subset of the color photos is
several times as high as from the Microfilm data. The reason for this is that these
two subsets include significantly different data. As a matter of fact, the color photos
contain considerably less noise and therefore, no regions should be avoided by annotation.
In addition, this data shows more diversity. Apart from the various types of official
typewritten letters and certificates, there are plenty of filled-out forms and tables. Not
only different kinds of documents but also a lot of different typewriting and handwriting
family fonts, font sizes, ink colors, ink intensity, weights, and shapes. As a result, there
are considerably more crops obtained with the second subset than with Microfilm. In
Figures 14, 15 some samples of the crops generated from JSON data after annotating
Microfilm and color photos subsets respectively can be seen.

19https://github.com/anaprikho/printed-hw-segmentation/blob/dev/dataset_generation/json2crops.py
20https://github.com/anaprikho/printed-hw-segmentation/tree/master/datasets/wgm/VoTT-

output/Microfilm/.../crops
21https://github.com/anaprikho/printed-hw-segmentation/tree/master/datasets/wgm/VoTT-

output/color_photos/.../crops
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(a) patches

(b) labels

Figure 18: Some results of data synthesis using binarized handwritten and machine-
printed crops of color photos subset (wgm): (a) synthesized patches (b) pixel-level anno-
tations of synthesized patches.

wgm
Microfilm color photos

handwritten crops 53 44
machine-printed crops 139 296
synthesized patches 1850 734

Table 5: Overview of the number of crops in Microfilm and color photos subsets and of
the synthesized patches using them (wgm).

to the data.

To summarize this chapter, 2584 and 16548 images were synthesized from the wgm
and cvl-jottueset crops, respectively. A detailed overview of the collected data can be seen
in Table 6.

wgm
cvl-jottueset

Microfilm color photos
handwritten crops 53 44 1604
machine-printed crops 139 296 141

synthesized patches
1850 734

16548
2584

Table 6: Overview of the collected data.
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4.4 Model Architecture

4.4.1 FCN-light

In [5] Dutly et al. addressed the problem of printed and handwritten text recognition on
a pixel-level. In addition, they aimed to deploy their model as a web service enabling in
such way easy integration into existing workflows. This implies that the model should take
up minimal disk space as well as its complexity should be preferably low, since complex
models are computationally expensive. Because of the model’s complexity and pixel-wise
classification, a lightweight, pixel-based fully convolutional architecture (FCN-light) based
on the FCN-8 architecture [22] was used, which due to the small disk footprint and low
complexity is well suited for subsequent deployment as a web service [5]. A schematic
overview of the lightweight architecture can be found in Figure 19 presented in [5].

Figure 19: A lightweight variation of the FCN-8 model (the ReLu layers have been omitted
from the diagram for clarity) [5].
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4.4.2 CRF Post-processing

Since the FCN-light tends to misclassify small clusters of pixels [5], Dutly et al. [5]
proposed to combine this lightweight, pixel-based model with a Conditional Random
Field (CRF) for postprocessing, which increases the quality of predictions of the FCN-
light. Indeed, CRFs can correct the labeling mistakes in some cases and consequently
enhance the IoU scores [17]. Obviously, the end results of the post-processing step are
highly dependent on the segmentation results of the FCN model in the first place.



5 EXPERIMENTS 28

5 Experiments

As mentioned before, the existing FCN-light model Dutly et al. proposed in [5] often
fails in presence of mixed scripts and overlapping cases. To alleviate the problem, new
feature vectors using previously synthesized data with wgm and cvl_jottueset datasets
and their pixel-wise annotated labels were created (discussion in greater details below).
The feature vectors contain the information about the color components of a pixel in an
image. Subsequently, using the existing FCN lightweight architecture, new models was
trained and evaluated using these newly created feature vectors. For model training, the
same hyper-parameters as in [5] were used. The only exception was the number of epochs,
which was limited to 15 instead of 50. To divide data into training, validation, and testing
sets, a split ratio of 80/20/20 was chosen. To evaluate the models the IoU (Intersection
over Union) metric introduced in the next section was used.

5.1 IoU

IoU is the most popular performance evaluation metric used in segmentation, object
detection and tracking [23].

IoU =
|A ∩B|
|A ∪B|

=
|I|
|U |

Where A and B are the prediction and ground truth bounding boxes. It is used to
determine true positives (TP) and false positives (FP) in a set of predictions, where
positive and negative are two arbitrary classes (e.g. "spam" or "not spam"). Therefore,
TP is an outcome where our model was able to predict correctly the positive class while
FP - is an outcome where our model incorrectly identified records as positive. Figure 20
Mahdi et al. used in [24] demonstrates more visibly what the IoU score measures.

Figure 20: Illustration of Intersection over Union (IoU) [24].
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wgm cvl_jottueset wgm-cvl_ jottueset
training 2068 13238 15306
validation 258 1655 1913
testing 258 1655 1913

Table 7: Split ratios for wgm, cvl_jottueset and wgm-cvl_ jottueset datasets.

fcnn_wgm fcnn_cvl_jottueset fcnn_wgm-cvl_jottueset
loss 0,029 0,028 0,031
validation loss 0,027 0,029 0,031
IoU 0,682 0,879 0,842
validation IoU 0,691 0,875 0,802

Table 8: Training history of the following models: fcnn_wgm, fcnn_cvl_jottueset and
fcnn_wgm-cvl_jottueset.

cvl_jottueset_subset wgm-cvl_jottueset_subset
training 2068 4136
validation 258 516
testing 258 516

Table 9: Split ratios for cvl_jottueset_subset and wgm-cvl_jottueset_subset.

fcnn_cvl_jottueset_subset fcnn_wgm-cvl _jottueset _subset
loss 0,033 0,035
validation loss 0,038 0,037
IoU 0,859 0,754
validation IoU 0,868 0,756

Table 10: Training history of the following models: fcnn_cvl_jottueset_subset and
fcnn_wgm-cvl _jottueset _subset.

5.2 Experiment 1: cvl_jottueset

The first model was created using cvl_jottueset data. After creating new feature vectors
with synthesized cvl_jottueset images and their ground truth, a model called fcnn_cvl_jottueset28

was trained with 13238 cvl_jottueset images and validated on 1655 images. Split ratios
for the cvl_jottueset dataset can be seen in Table 7. The model training metrics such as
loss, validation loss, IoU, and validation IoU values can be found in Table 8.

Due to the high number of images in the cvl_jottueset dataset (15306 images in the
28https://github.com/anaprikho/printed-hw-segmentation/blob/master/FCN/models/fcnn_cvl_jottueset.h5
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training set), fcnn_cvl_jottueset model evaluation was interrupted due to the memory
error (nevertheless, the trained model is still available online in open access). As a solution,
a subset with the same number of crops as wgm datset contains (2584) was created.
With this subset called cvl_jottueset_subset29 a model fcnn_cvl_jottueset_subset30 was
trained (see the split ratios in Table 9). Its training metrics can be seen in Table 10.
Evaluation results achieved by this model are represented in Table 11. While on average
there is no deterioration in the performance after applying CRFs, this model shows better
results on classification of printed components without post-processing. Like fcnn_wgm,
this model tends to misclassify printed components as handwritten components especially
in overlappings (see Figure 21). In order to test this model on real data, some Microfilm
and color photos samples were used, and the segmentation results the model achieved can
be seen in Figures 22 and 23. As is shown in these illustrations, the model indeed often
fails to identify printed text especially in the presence of old fonts (in Fig. 22 (c), (d), (f);
in Fig. 23 (a), (b)). Actually, that is to be expected, since the fcnn_cvl_jottueset_subset
model was trained only with modern printed documents of the jottueset questionnaires. In
contrast, the model distinguishes between handwritten and printed components as shown
in Fig. 22 (a), (b), (e); in Fig. 23 (c).

FCN-light
FCN-light

+ CRF post-processing
Mean printed IoU 0,75 0,72
Mean handwritten IoU 0,67 0,71
Mean background IoU 0,96 0,98
Total mean IoU 0,79 0,80

Table 11: Evaluation results achieved by fcnn_cvl_jottueset_subset model.

5.3 Experiment 2: wgm

In the same way, another model called fcnn_wgm31 was trained with and validated on
wgm data (see Table 7). The model training history is shown in Table 8. Evaluation
results achieved by the model fcnn_wgm are represented in Table 12. The reason for
the lower mean IoU value after applying CRF post-processing can be a great number
of overlaps in the synthesized crops of wgm data. As can be seen in Figure 24, which
illustrates model segmentation results on crops synthesized from the wgm data, machine-
printed text located close to and/or overlapped on handwritings tends to be identified

29https://github.com/anaprikho/printed-hw-segmentation/tree/master/datasets/cvl_jottueset_subset
30https://github.com/anaprikho/printed-hw-segmentation/blob/master/FCN/models/fcnn_cvl_jottueset

_subset.h5
31https://github.com/anaprikho/printed-hw-segmentation/blob/master/FCN/models/fcnn_wgm.h5
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(a) before CRF post-processing

(b) after CRF post-processing

Figure 21: Some evaluation results achieved by the fcnn_cvl_jottueset_subset model on
crops synthesized from cvl_jottueset images.

as handwritten text after applying post-processing. However, the synthesized crops of
wgm dataset are not quite realistic, since the number of overlapping is huge. To see how
the model performs on real historical documents, some images from Microfilm and color
photos subsets were used (see Figures 25 and 26).

FCN-light
FCN-light

+ CRF post-processing
Mean printed IoU 0,55 0,35
Mean handwritten IoU 0,55 0,44
Mean background IoU 0,88 0,89
Total mean IoU 0,66 0,56

Table 12: Evaluation results achieved by fcnn_wgm model.

5.4 Experiment 3: wgm-cvl_jottueset

There are models which were separately trained with wgm and cvl_jottueset documents.
To enhance diversity of the train data and thus to create an improved model, these two
datasets were brought together into one called wgm-cvl_jottueset32. Using this com-

32https://github.com/anaprikho/printed-hw-segmentation/tree/master/datasets/wgm-cvl_jottueset
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FCN-light
FCN-light

+ CRF post-processing
Mean printed IoU 0,55 0,46
Mean handwritten IoU 0,50 0,53
Mean background IoU 0,89 0,93
Total mean IoU 0,65 0,64

Table 13: Evaluation results achieved by fcnn_wgm-cvl_jottueset_subset model.

(a) before CRF post-processing

(b) after CRF post-processing

Figure 27: Some evaluation results achieved by the fcnn_wgm-cvl_jottueset_subset model
on crops synthesized from wgm and crops synthesized from cvl_jottueset images.
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6 Discussion and Conclusions

6.1 Discussion

As demonstrated in Tables 11, 12 and 13 showing models’ performances before and after
CRF post-processing, no significant increased benefit can be expected from using CRF
post-processing in the newly created models. Especially in regions where printed and
handwritten components are overlapping each other, printed components are often incor-
rectly identified. As previously noted, the synthesized patches used for model training,
validation, and evaluation are excessively noisy to be realistic and thus might yield such
unsatisfied results of the post-processing step. Models’ segmentation results on real and
therefore less noisy documents of the wgm dataset (Fig. 22, 23, 25, 26, 28, 29) indicate
that the models provide very different and better outcomes compared to segmentation
results of the original model fcnn_ bin_simple36 proposed in [5] (see Figures 30 and 31).
Indeed, even though the Sauvola binarization method with unchanged parameters was
used in the original model as well as in newly created models, considerably fewer text
parts were recognized by the original model. Hence, the newly created models trained
on synthesized data show the performance improvement in the text segmentation task in
historical documents.

Considering the newly created and already evaluated models, the
fcnn_cvl_jottueset_subset model completes with the highest evaluation scores (see
Table 11). Nevertheless, this model was trained and evaluated on synthesized patches
created using only modern and not historical documents. In fact, these patches (Fig.11)
are less noisy and contain fewer overlappings compared to other synthesized datasets
(wgm and wgm-cvl_jottueset_subset). Therefore, the evaluation scores do not represent
how well the model will perform on historical records which are typically extremely noisy.
For this reason, each model, inclusive the fcnn_cvl_jottueset_subset, was used for seg-
mentation of some real documents taken from the wgm dataset (Fig. 25, 26, 22, 23, 28, 29).
In such manner, the best segmentation results shows the fcnn_wgm-cvl_jottueset_subset
model, which was trained and evaluated with the compose wgm-cvl_jottueset_subset
dataset consisting of wgm (historical documents) and of cvl_jottueset_subset (modern
documents).

The model performance could be improved by expanding the dataset used for train-
ing. In fact, there is already the fcnn_wgm-cvl_jottueset model pre-trained with the
wgm-cvl_jottueset dataset, although this model was not evaluated yet due to the high
computer capacity required. Nevertheless, the model was applied to real wgm documents
(see Figures 32 and 33). Indeed, the fcnn_wgm-cvl_jottueset model shows the best seg-

36https://github.com/Jumpst3r/printed-hw-segmentation/blob/master/FCN/models/fcnn_bin_simple.h5
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