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ABSTRACT

This thesis brings together the research fields of Information Retrieval
and Linked Data. Information retrieval refers to the computer-assisted
process of recovering documents that could be relevant for a user ac-
cording to his or her information needs expressed in form of a search
query. Semantic Web and Linked Data technologies enable new ap-
proaches for solving Information Retrieval problems. This might af-
fect all aspects of a retrieval system including the information extrac-
tion within document and query processing, search index creation,
relevance measurement and document ranking as well as search re-
sult presentation techniques. Therefore, novel methods for semantic
text analysis, semantic search, information prioritization and visu-
alization are presented and evaluated in this thesis. Thereby, addi-
tional Linked Data resources are used to make the procedures either
more accurate or more practical. First, an introduction on the founda-
tions of Information Retrieval and Linked Data is given. Then, new
methods for semantic document annotation and entity linking are in-
troduced. A comprehensive presentation of entity linking evaluation
methods is given and the evaluation procedures are taken onto a new
level of detail. From this starting point new models to semantic search
by incorporating Linked Data annotations into a generalized vector
space model are presented and evaluated. One model exploits taxo-
nomic relationships among entities in documents and queries, while
the other model computes term weights based on semantic relation-
ships within a document. To refine semantic similarity measurements
of the proposed models, a Linked Data fact ranking approach and its
evaluation is introduced. Built on that, visualization techniques are
presented with the aim to support explorability and navigability of
a semantically enriched corpus. Therefore, two applications are in-
troduced: a user interface approach utilizing Linked Data to support
exploratory navigation complementing a search engine and a Linked
Data based recommendation system implementing relation visualiza-
tion to increase the ability for exploration and navigation.
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ZUSAMMENFASSUNG

Um Inhalte im World Wide Web ausfindig zu machen, sind Suchma-
schienen nicht mehr wegzudenken. Semantic Web und Linked Data
Technologien ermoglichen ein detaillierteres und eindeutiges Struktu-
rieren der Inhalte und erlauben vollkommen neue Herangehenswei-
sen an die Losung von Information Retrieval Problemen. Diese Arbeit
befasst sich mit den Moglichkeiten, wie Information Retrieval Anwen-
dungen von der Einbeziehung von Linked Data profitieren konnen.
Neue Methoden der computer-gestiitzten semantischen Textanalyse,
semantischen Suche, Informationspriorisierung und -visualisierung
werden vorgestellt und umfassend evaluiert. Dabei werden Linked
Data Ressourcen und ihre Beziehungen in die Verfahren integriert,
um eine Steigerung der Effektivitdt der Verfahren bzw. ihrer Benut-
zerfreundlichkeit zu erzielen. Zunédchst wird eine Einfiihrung in die
Grundlagen des Information Retrieval und Linked Data gegeben. An-
schlieflend werden neue manuelle und automatisierte Verfahren zum
semantischen Annotieren von Dokumenten durch deren Verkniip-
fung mit Linked Data Ressourcen vorgestellt (Entity Linking). Eine
umfassende Evaluation der Verfahren wird durchgefiihrt und das zu
Grunde liegende Evaluationssystem umfangreich verbessert. Aufbau-
end auf den Annotationsverfahren werden zwei neue Retrievalmodel-
le zur semantischen Suche vorgestellt und evaluiert. Die Verfahren ba-
sieren auf dem generalisierten Vektorraummodell und beziehen die
semantische Ahnlichkeit anhand von taxonomie-basierten Beziehun-
gen der Linked Data Ressourcen in Dokumenten und Suchanfragen
in die Berechnung der Suchergebnisrangfolge ein. Mit dem Ziel die
Berechnung von semantischer Ahnlichkeit weiter zu verfeinern, wird
ein Verfahren zur Priorisierung von Linked Data Ressourcen vorge-
stellt und evaluiert. Darauf aufbauend werden Visualisierungstech-
niken aufgezeigt mit dem Ziel, die Explorierbarkeit und Navigier-
barkeit innerhalb eines semantisch annotierten Dokumentenkorpus
zu verbessern. Hierfiir werden zwei Anwendungen présentiert. Zum
einen eine Linked Data basierte explorative Erweiterung als Ergan-
zung zu einer traditionellen schliisselwort-basierten Suchmaschine,
zum anderen ein Linked Data basiertes Empfehlungssystem.






ACKNOWLEDGEMENTS

I would like to express my deep gratitude to Prof. Harald Sack, my
research supervisor, for his patient guidance, extraordinary support,
useful critiques of this research work, and lasting friendship.

I am grateful to all of those with whom I have had the pleasure
to work with, especially my colleagues Christian, Magnus, Henning,
and Tabea for their advice and assistance to pursue my goals. Further
I would like to thank all my research collaborators and co-authors for
sharing their knowledge and giving valuable input.

I would also like to thank Prof. Christoph Meinel and the Hasso-
Plattner-Institute for an outstanding working environment, and all
my student co-workers for their support to master all projects.

I am particularly grateful to Tabea for her extensive and steady, pro-
fessional and personal support. She was always there for me when I
needed encouragement to move on further during the ups and downs
of my work.

I would also like to extend my thanks to my family and my friends
for their unreserved support at times it was necessary to clear my
mind.

vii






CONTENTS

1

INTRODUCTION 7
1.1 Problem Description and Research Questions . . . . . . 9
1.2 Dissertation Outline . .. ... ... ........... 11
FOUNDATIONS 15
2.1 Information Retrieval . . . . . ... ... ... ... ... 15
211 IR-Model. .. ... ... ... ... .. 17
2.1.2 BasicConcepts . .. ................ 18
2.1.3 Document Preprocessing . . ... ........ 19
2.1.4 Indexing Process . ... .............. 20
2.1.5 Query processing . . . . .. ... ... 22
2.1.6 Term Weighting - TE/IDF . . . . ... ... ... 23
2.1.7 Retrieval Models . . ... ... ... ..... .. 24
2.1.8 Evaluation Methods . ... ... ......... 29
2.2 Semantic Web Technologies . . . . ... ... ...... 35
221 LinkedOpenData .. ............... 40
2.2.2 Semantic Information Extraction . . . . ... .. 44
2.2.3 SemanticSearch. ... ... ... . ... ... .. 47
2.2.4 Semantic Measures . . . ... ... ... ... .. 51
23 Summary . .. ... 55
SEMANTIC TEXT ANNOTATION AND NAMED ENTITY LINK-
ING 65
3.1 Introduction . ... ... ... ... . .o 0oL 67
3.1.1  Definition . ... ... .. ... ... ... ... 67
3.1.2 Serialization Formats . . . . . ... ... ... .. 69
3.2 Manual Named Entity Linking . . . . ... ... .... 74
3.2.1  Entity-based Auto-suggestion. . . .. ... ... 74
3.2.2 The refer Semantic Text Annotation Editor . . . 79
3.2.3 Summary and Discussion . . .. ... ... ... 87
3.3 Automated Named Entity Linking . . . ... ... ... 87
3.3.1 Terminology . . . . ... ... ........... 89
3.3.2 Related NEL Approaches . . . ... ....... 92
3.3.3 Exemplary NEL Approach KEA ... ... ... 93
3.3.4 Evaluation withGERBIL. . . . ... ... .... 103
3.3.5 Error Analysis. . ... ... ............ 104
3.3.6 Discussion . . ... .... ... ... ... .. 108
3.4 Fine-grained NEL Evaluation . . ... ... ... .... 110
3.4.1 Measuring NEL Dataset Characteristics . . . . . 112
3.4.2 Implementation . . ... ... ........... 119
3.4.3 Remixing Customized Datasets . . . . .. .. .. 123
3.4.4 Statisticsand Results . . . . . ... ... ... .. 124
3.5 Summary and Conclusion . . . ... .. ... ...... 144
LINKED DATA SUPPORTED DOCUMENT RETRIEVAL 155
4.1 Introduction . . .. ... ... ... L. 156
4.2 Preliminaries and Related Approaches . . . . ... ... 157
4.3 Linked Data Enabled GVSM.. . . . ... ... ...... 159

ix



CONTENTS

4.3.1  Taxonomic Enrichment & Retrieval . .. .. .. 163
4.3.2 Connectedness Approach . . .. ... ...... 164

4.4 Evaluation . ... ... ... ... o L 168
4.4.1 Dataset Generation . . . . .. ... ........ 168

4.4.2 Ranking performance . ... ........... 171

4.4.3 Subjects of Evaluation . . ... .......... 171
4.4.4 Results and Discussion . . ... ......... 172

4.5 Summary and Conclusion . . . .. ... ... ...... 175
5 LINKED DATA FACT RANKING 181
5.1 Introduction . ... ... ... ... ... 0oL 182
5.2 Related Work . . ... ... ... ... . ....... 184
5.3 HPRank: An Approach for Fact Relevance Estimation . 185
5.3.1 Heuristic-based Property Ranking . . . . .. .. 186

5.4 Experiments for Evaluation and Optimization . . . . . 192
5.4.1 Related Evaluation Approaches . ... .. ... 192

5.4.2 Ground Truth Dataset . . ... ... ....... 194

55 Evaluation .. ... ... ... ... . ... . .0 L. 198
5.5.1 Dataset . . . . ... ... . 198

552 Method. ... ..... ... ... . . ..., 198

553 Results . .. ....... ... ... ... 198

55.4 Discussion . . ... ........ .. .. ... .. 199

5.6 Summary and Conclusion . . . ... .. ... ...... 200
6 RETRIEVAL SYSTEM USER INTERFACES SUPPORTED BY LINKED
DATA 205
6.1 Introduction . ... ... ... .. ... L. 206
6.2 Related Work . . ... ... ... ... . . ...... 208
6.2.1 Exploratory Search Systems . . . . .. ... ... 208

6.2.2 Recommender Systems . . ............ 208

6.2.3 Linked Data based Visualization . . . . ... .. 210

6.3 yovisto Exploratory Search . . . ... ... ... .... 214
6.3.1 Linked Data for Exploratory Search with yovisto 214

6.3.2 Qualitative User-centric Evaluation . .. .. .. 218

6.4 refer Relation Exploration . . ... ... .. ... .... 221
6.4.1 System Infrastructure . .. ............ 222

6.4.2 refer Components . . . ... ... ... ... ... 223

6.4.3 Utility Evaluation . . . . .. ... ... ...... 227
6.4.4 Results and Discussion . . ... ......... 229

6.5 Summary and Conclusion . . . ... ... ... ..... 230
7 CONCLUSION 239
7.1 Research Summary . .. .. ... .. .. ... ... ... 239
7.1.1  Contributions . . . .. ... ... ... 240

7.1.2 Publications and Projects . .. ... ... .. .. 241

7.2 Future Challenges . . . . ... ... ... ... ...... 249

Index 252



LIST OF FIGURES

Figure 1 The high level principle of an information re-
trieval system. . . ... ... ... ... .. ... 17
Figure 2 Conjunctive components of a search query . . 25
Figure 3 Principles of retrieval with language models . 29
Figure 4 Retrieved documents for a given query. . . .. 31
Figure 5 RDF example describing terminological know-
ledge (T-box) and assertional knowledge (A-box). 36
Figure 6 The evolution of the LOD cloud. . ... .. .. 41
Figure 7 Wikipedia infobox of Neil Armstrong. . . . . . 42
Figure 8 High level principle of semantic search systems. 51
Figure 9 Annotated query and document associated with
entities from a knowledge base. . . . . . .. .. 53
Figure 10 The creation of semantic text annotations. . . . 69
Figure 11 Example of semantic text annotation with the
open annotation model. . . . ... ... .. .. 72
Figure 12 Example of semantic text annotation with NIF2. 73
Figure 13 Freebase parallax auto-suggestion for entities. 75
Figure 14 MultimediaN auto-suggestion. . . ... .. .. 76
Figure 15 Auto-suggestion with semantic categories. . . 77
Figure 16 refer semantic annotation editor feature to scan
for entitiesin the text.. . . . .. ... ... ... 8o
Figure 17 refer semantic annotation insert/edit feature. . 8o
Figure 18 refer editor source view with RDFa annotation. 8o
Figure 19 Modal Annotator. . . . .. ... ... ... .. 81
Figure 20 Inline Annotator. . . .. ............. 82
Figure 21 Inline annotation interface with highlighting . 84
Figure 22 Overview of the technical terminology used
withNEL. . ... ... .. ... ... .... 89
Figure 23 Context example with one plausible interpre-
tation. . . . ... 91
Figure 24 Ambiguous context with at least two plausible
interpretations. . . . . ... ... ... L. 91
Figure 25 Overview of the KEA processing chain. . . .. 94
Figure 26 Graph building for graph-based scorer. . ... 101
Figure 27 Example partitioning for the PageRank. . . . . 115
Figure 28 Likelihood of confusion for a surface form. . . 115
Figure 29 Likelihood of confusion for an entity mention. 117
Figure 30 Overview of the filter-cascade. . . . ... ... 120
Figure 31 New dataset filters for A2KB experiments in
the GERBIL user interface. . . . . ... ... .. 120
Figure 32 Percentage of documents without annotations
in the GERBIL datasets. . . ... ........ 125
Figure 33 Annotation density as relative number of an-

notations respective document length in words. 126
Figure 34 Average number of surface forms per entity. . 129

xi



xii

LIST OF FIGURES

Figure 35
Figure 36
Figure 37
Figure 38
Figure 39
Figure 40
Figure 41
Figure 42
Figure 43
Figure 44
Figure 45

Figure 46

Figure 47
Figure 48

Figure 49

Figure 50
Figure 51
Figure 52

Figure 53
Figure 54
Figure 55

Figure 56
Figure 57
Figure 58

Figure 59
Figure 60
Figure 61
Figure 62

Figure 63
Figure 64

Figure 65
Figure 66
Figure 67
Figure 68
Figure 69

Figure 70

Average dominance for surface forms. . . . . . 129
Distribution of values (linear scale). . ... .. 132
Distribution of values (log scale). . . . . .. .. 132

Likelihood of confusion for surface forms (D2KB).134
Likelihood of confusion for entities (D2KB). . . 136
Results for Pagerank (D2KB). . . ... ... .. 137
Results for HITS (D2KB). . . . . ... ... ... 137
Results for Number of Annotations (D2KB). . 138
Results for Number of Annotations (A2KB). . 139

Results for Density (A2KB). . . ... ... ... 139
Linked Data at the indexing and retrieval pro-
CESS. © v v vt 155
Semantic levels of information used by the pro-
posed Linked Data GVSM . . . . ... ... .. 160
Evaluation architecture overview. . . . . . . .. 162
Example document and query vectors in the
taxonomicmodel. . . . . ... 164
Subgraph of a knowledge base spanned by a
document. . . ... ... ... ... . ..., 166
Connectedness subgraph. . . . ... ... ... 166
User interface for the relevance assessment. . . 169

Smart highlighting with storytelling for the tax-
onomic relationship between query and docu-

ment search hit. . . ... ... ... ....... 170
User interface for the ranking comparison. . . 172
Precision-recall diagram. . . . . ... ... ... 173

Overview of the semantic retrieval system with
focus on the knowledge base supported retrieval

and ranking component. . . . . ... ... ... 182
Dual properties. . . . ... ... ... ... ... 187
Property between classes of same rdf:type.. . 188
Properties between members of the same cate-

BOTY. . o i i i e 188
Properties between members of the same list. . 189
Bidirectional wikilinks (backlinks). . . . . . .. 189
Properties to persons heuristic. . . ... .. .. 190
The evaluation user interface for the entity "Niklas
Luhman’. . . ... ... ... .. ... 195

Using Linked Data at the search result level. . 205
Overall process workflow with related entities

recommendations. . . . . ... ... ... 215
The exploratory search GUI showing related
entities for ‘american president’. . . ... ... 216

The exploratory search GUI showing related

entities for ‘Barack Obama’ and ‘George W. Bush’.216
Architecture and workflow overview . . . . . . 222
Infobox visualization. . . . . ... ... ... .. 223
Relation Browser with entity Jules Verne in fo-

cus and the Recommender on the bottom left. 224
Exploration of entity relations. . . . ... ... 225



Figure 71

Figure 72
Figure 73

Figure 74

LIST OF FIGURES

Timeline View with Recommender on the bot-
tomleft. . . . ... ... L oL 226
Infobox visualization for Michael Polanyi. . . . 228
Relation Browser visualizing the connection be-
tween the focus entity Eugene Wigner and Switzer-
land. . . . . ..o 228
Recommended articles for the focus entity 1902. 229

xiii






LIST OF TABLES

Table 1
Table 2
Table 3
Table 4
Table 5
Table 6
Table 7
Table 8

Table 9
Table 10

Table 11
Table 12

Table 13

Table 14
Table 15
Table 16
Table 17
Table 18
Table 19
Table 20
Table 21
Table 22

Table 23

Table 24

Example of a token filter chain on a given text

document. . .. ... ... ... ... L. 19
Three example documents with term positions
(offset) and harmonized index terms. . . . .. 21
Vocabulary corresponding to the example doc-
umentsof Tab. 2. . . ... ...... .. ... .. 21
TE/IDF weighting scheme for the example vo-
cabulary. ... ... ... ... oo 0oL 24
Classic 4 evaluation datasets for information
retrieval. . . .. ... o oL 30
Relative usability scores and the average dura-
tion of the annotation tasks. . . ... ... ... 85
Comparison of annotation accuracy between
both interfaces.. . . . .. ... ... .. ... .. 86
Relative occurrence of all error-categories re-
garding both annotation-interfaces. . .. ... 86
List of commonly used part-of-speech tags. . . 95
GERBIL integrated annotators (for D2KB ex-
periments). . . ... ... ... oL 104
GERBIL integrated datasets. . . . . . ... ... 105
Aggregated results for the D2KB experiment
type (micro Fi-measure). . . . . . ... ... .. 106

Relative occurrence of all error-categories re-
garding both annotation-interfaces, overall man-
ual annotations, and automated annotations by

KEA-NEL. . ... ... ... ... ... ..... 107
Comparison of annotation accuracy between
both interfaces and KEA-NEL. . ... ... .. 107
Overview of the introduced measures and the
according levels of reference. . . ... ... .. 113
Overview of the introduced vocabulary and the
corresponding measurements. . . . . . ... .. 122
Percentage of entities by entity type and entity
popularity per dataset. . . . .. ... ... ... 127
Partitioning thresholds (log-based) and anno-
tation/document quantities. . . . . . .. .. .. 133
Micro-f; results of D2KB annotators for differ-
ent remixed datasets. . . . ... ... ... ... 142
Example fragment of a token stream. . . . . . . 161
Semantic search evaluation results. . . . . . .. 173
Average order of rankings. . . . ... ... ... 174
Comparison of semantic similarities for the tax-
onomic approach. . . ... ... ... ... ... 174
Properties and occurrence frequencies of DB-
pedia entities. . . ... ... ... ... .. .. 18y

XV



Xvi

LIST OF TABLES

Table 25
Table 26
Table 27
Table 28
Table 29
Table 30

Table 31

Table 32

Heuristic results for properties of the DBpedia
entity “Albert Einstein”. . . .. ... ... ...
Comparison of individual heuristics with the
ground truth . . ... ... .. 0000
Comparison of combined heuristics including
all, wikilink and backlink as well as the best
performing combination. . . . .. ... ... ..
Impact of heuristics. . . . ... .........
Results on the FACES dataset. . . . . ... ...
Visualization Solutions. . . . . . ... ... ...
Synonyms generated for the DBpedia entity
Tohn F. Kennedy’. . . . .. .. ..........
Results of qualitative evaluation. . . . ... ..



LISTINGS

Listing 1
Listing 2

Listing 3
Listing 4
Listing 5
Listing 6
Listing 77
Listing 8
Listing 9
Listing 10

Listing 11

Listing 12

RDF document in turtle serialization. . . . ..
Example of RDF triples extracted form the Wi-
kipedia infobox of Neil Armstrong.. . . . . . .
Simple markup annotation example. . . . . . .
RDFa annotation example. . . . ... ... ...
Open annotation model example. . . . . . . ..
NIF2 annotation example. . . . ... ... ...
An example of the new statistics properties on
dataset level extending the KOREso dataset. . .
An example of the new statistics properties on
document level extending the KORE50 dataset. .
Basic query that selects documents with a max-
imum recall larger than 1.0. . . ... ... ...
This query in addition limits the number of se-
lected documents. . . . ... ... ... ...
Extract documents with a maximum recall of
o8 and atleast 4 person. . . . . ... ... ...
A SPARQL query that selects documents con-
taining persons born before 1970 via additional
data queried from the DBpedia SPARQL end-
point. . .. ...

43
70
70
71
72
123
123
124

125

126

128

xvii






ACRONYMS

ACM
AP
API
ASCII

AUC
AV

BC
BM25
Bpref

CC
CC REL

CD
CG
Chap.
CISsI

CKAN
CSS

DC
DCG
DNF
DOI

Fig.
FN
FOAF
FP

GATE
GERBIL

GUI

Association for Computing Machinery
Average Precision
Application Programming Interface

American Standard Code for Information Inter-
change

Area Under Curve
Audio/Video

Before Christ
Boolean Model 25

Binary Preferences

Creative Commons

Creative Commons Rights Expression Lan-
guage

Cardinal Number

Cumulative Gain

Chapter

Comités Interministériels pour la Société de
I'Information

Comprehensive Knowledge Archive Network

Cascading Style Sheets

Dublin Core

Discounted Cumulative Gain
Disjuctive Normal Form
Digital Object Identifier

Figure
False Negative
Friend-of-a-friend

False Positive

General Architecture for Text Engineering

General Entity Annotation Benchmark Frame-
work

Graphical User Interface



Acronyms

GVSM

HAL
HITS

HPI
HTML
HTTP

IBM
IC
IDCG
IDF
IE
[EEE
IMDb
INEX
IR

IRI

IT

JFK
JSON-LD

KB

LC
LD
LOD
LOV
LSA

MAP
MFID
MIz

ML
MPEG
MRR

NDCG

Generalized Vector Space Model

Hyperspace Analogue to Language

Hyperlink-Induced Topic Search (also known
as hubs and authorities)

Hasso Plattner Institute
Hyper Text Markup Language
Hyper Text Transfer Protocol

International Business Machines Corporation
Information Content

Ideal Discounted Cumulative Gain

Inverse Document Frequency

Information Extraction

Institute of Electrical and Electronics Engineers
Internet Movie Database

Initiative for the Evaluation of XML Retrieval
Information Retrieval

Internationalized Resource Identifier

Index Term

John Fitzgerald Kennedy
JavaScript Object Notation for Linked Data

Knowledge Base

Lowercase Filter

Linked Data

Linked Open Data

Linked Open Vocabularies

Latent Semantic Analysis

Mean Average Precision
Media Fragment Identifier

Medieninnovationszentrum / Media Innova-
tion Center

Machine Learning
Motion Pictures Expert Group
Mean Reciprocal Rank

Normalized Discounted Cumulative Gain



NE
NED
NEL
NEN
NER
NIF
NIL
NIST

NLP

OCR
OWL
OWL-DL

PMI
POS

QALD

RDF
RDFa
RDFS
REL
REST
RFC
RR

Sect.

SF

SIOC
SOC

SP
SPARQL
SVM
SW

Tab.
TF
TIB

Acronyms

Named Entity

Named Entity Disambiguation

Named Entity Linking

Named Entity Normalization

Named Entity Recognition

NLP Interchange Format

Not In List

National Institute of Standards and Technol-
ogy

Natural Language Processing

Optical Character Recognition
Web Ontology Language
Web Ontology Language - Description Logic

Pointwise Mutual Information
Part Of Speech

Question Answering over Linked Data

Resource Description Framework

Resource Description Framework in Attributes
Resource Description Framework Schema
Rights Expression Language

Representational State Transfer

Request For Comments

Reciprocal Rank

Section

Standard Filter

Semantically-Interlinked Online Communities
Service-oriented Computing

Shallow Parsing

SPARQL Protocol and RDF Query Language
Support Vector Machine

Stopword Filter

Table
Term Frequency

Technische Informationsbiliothek / German
National Library of Science and Technology



Acronyms

TN True Negative

TP True Positive

TREC Text Retrieval Conference

TV Television

UBES Usage-based Entity Summarization

UIMA Unstructured Information Management Appli-
cations

URI Uniform Resource Identifier

URL Uniform Resource Locator

Us United States

USA United States of America

VSM Vector Space Model

W3C World Wide Web Consortium

WS Word Stemming

WSD Word Sense Disambiguation

WT Whitespace Tokenizer

WWW World Wide Web

XML Extensible Markup Language

YAGO Yet Another Great Ontology



Acronyms

5






INTRODUCTION

1.1 Problem Description and Research Questions . . . . . . 9
1.2 Dissertation Outline . . ... ............... 11

We need culture for the creation of community, for adaptability and
for the provision of a repertory of strategies and solutions to con-
flict resolution and survival. Cultural evolution is based on our abil-
ity to adopt the experiences of an experienced fellow species mem-
ber through imitation or symbolic mediation, for example through
language and writing. There have always been methods and means
to preserve and pass on experiences. Be it the first cave paintings,
cuneiform scripts, or the invention of paper, printing press, and li-
braries. With the recent technological achievements, the Internet and
the World Wide Web (WWW, the web), we have created what is ar-
guably the largest global collection of information for manifesting
and sharing our cultural heritage — worldwide.

The web is a heterogeneous digital information space in which
documents and other web resources are identified by Uniform Re-
source Locators [1] (URLs). Documents are interconnected by hyper-
text links [4], which allows navigating from one document to another.

While in ancient history only a few designated persons such as
librarians had access to the preserved information in a library, ev-
eryone can access and even contribute information to the web easily
today.

Due to the large number of contributions, the web is growing seem-
ingly inexorably and it is impossible for a single person to consume
all the information at once. Thus, it is necessary to focus on specific
resources in order to satisfy a particular need of information. But the
sheer size of the web makes it difficult to find information quickly if
the URL of a resource is unknown.

Search engines have been developed to categorize the content of
web resources and provide faster access. The first ‘boom” was in the
1990s, when Lycos’, Yahoo?, AltaVista’, Excitet, Fireball®>, and Ask
Jeeves® ‘ruled’ the web. While some systems were based on a manu-
ally compiled catalog other search engine techniques are based on a

1 http://lycos.com/

2 http://yahoo.com/

3 http://altavista.com/ (shut down July 8th, 2013)
4 http://excite.com/

5 http://fireball.com/

6 http://ask.com/
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INTRODUCTION

web crawler. The crawler downloads the documents of an initial seed
set of URLs. The documents are encoded in the hypertext markup
language [2] (HTML), which enables the crawler to extract new URLs
from the documents, and follow these URLs. Each downloaded doc-
ument is linguistically taken apart to derive index terms serving as
distinct descriptors for a document’s content. Similarly to the tradi-
tional library, the index terms generated for web resources are sorted
alphabetically to enable a quick lookup. Along with each index term,
the origin URLs are stored, to quickly retrieve the particular docu-
ments, where this term originated from.

Web search engines are the most common representatives of com-
puterized Information Retrieval (IR). Starting in the 1950s, way before
web search, IR became the research field of computer science focused
on how to efficiently find relevant information to satisfy a given in-
formation need [5]. In our daily digital life we are in constant contact
with IR-based systems. Not only when using a web search engine,
but also in almost all online applications IR methods are applied,
e.g. when using an online shop, booking a trip, or listening to music.
Each email client provides a search function, also the spam-filter is an
application of IR techniques [7]. Even when interacting with digital
devices such as smart TV, car systems, or smart phones and tablets we
make use of IR systems, while using a search function or consuming
content recommendations.

The applications of IR are as diverse as its research field. IR sys-
tems have in common to obtain information resources relevant to an
information need from a collection of information resources. How the
information need is provided and how it might be interpreted varies
from application to application. For example, in a web search engine
the information need is expressed as a search query, which might
be typed into the search field as some keywords but also as a com-
plete natural language 'question’. In hands-free systems (e. g. Google
Home’, Amazon Alexa®, Apple Siri%, etc) a query might be expressed
directly as verbal utterances.

The responses of IR systems also vary in data and form. It might
be a fragment of a web page containing the desired information, or a
particular ‘piece of knowledge’. It might also be an action, like dialing
a phone number, or booking a flight.

In order to enable computers to assist ourselves in the organization
and management of data and information, we have learned that it
is important to structure the information so that machines can better
process it. With the rise of Semantic Web technologies during the 2000s,
global standards, methods, and best practices have been defined, to
structure information and knowledge not only in a machine read-
able way but also so that machines are enabled to correctly interpret
the content. While the web and the Internet enable to interconnect
documents and to transport the exorbitant quantities of information
across the world, with Semantic Web technologies we can structure

7 https://store.google.com/product/google_home
8 https://developer.amazon.com/alexa
9 http://www.apple.com/ios/siri
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1.1 PROBLEM DESCRIPTION AND RESEARCH QUESTIONS

the information more precisely and also derive new knowledge from
implicitly hidden knowledge my means of logical reasoning. This pre-
supposes that a common conceptualization is developed on the basis
of which an exchange can take place. Such a conceptualization might
be described by an ontology. Borrowed from philosophy, an ontology
is a technical term denoting an artifact that is designed to enable the
modeling of knowledge about some domain, real or imagined [3].

One of the first wave of deployment putting Semantic Web para-
digms in practice is Linked Data. The Linked Data principles postulate
methods for publishing structured data on the web so that it can be
interlinked and become more useful through semantic applications.
While web pages are made for the consumption by human readers,
Linked Data extends them to provide information in a way that it can
be read automatically and interpreted by computers.

This achievement allows for completely new approaches to the
problems that IR is supposed to solve. Search engines, for example,
started to adopt these new technologies to provide better and more
precise results. From the available structured data formal knowledge
bases can be constructed which represent entities and things about
a particular domain as well as the relationships among them. These
knowledge bases might be used to improve search result rankings or
accompany search results with additional information as shown by
the Google'® search engine’s knowledge graph [6].

Besides others, the possibilities of Linked Data supporting IR meth-
ods depend on the specific scope of the application. Based on the kind
of application many questions must be answered. For example, it has
to be decided which Linked Data knowledge bases are appropriate
to be used. What are the requirements on the data? What format
must they be in, what semantic expressiveness must they have? Are
there certain quality requirements? How up-to-date are the data, how
quickly do they change? And many more. However, there are many
possibilities how Linked Data can be of advantage for IR systems.
This points to the main topic of this thesis: How can IR methods ben-
efit from Linked Data technologies?

1.1 PROBLEM DESCRIPTION AND RESEARCH QUESTIONS

There are numerous components in an IR system that enable the in-
tegration of Linked Data. This includes for example search queries,
documents, the ranking functions as well as the structure and presen-
tation of search results and the interaction with the system.

On the query and document level, a challenge is to assign the
knowledge base elements to the search query or document content.
Thereby the task is to bridge the semantic gap, which describes the
meaningful difference between descriptions of a search query or doc-
ument content, resulting if different forms of representation were cho-
sen. For the query, these representations are on the one hand, the in-

10 http://google.com/
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formation need of the user mentally or written represented, and on
the other hand its representation by elements of the knowledge base.

For this purpose, the state-of-the-art shows a wide range of ap-
proaches for entity linking to map the query or document content to
knowledge base elements. Sophisticated statistical methods from the
research fields of natural language processing (NLP), linguistics, and ma-
chine learning (ML) are commonly employed, but there is still no one-
size-fits-all approach available. Besides developing new approaches,
one of the currently biggest challenges is to evaluate the different
approaches objectively, reliably, sustainably, and reproducibly. This
also includes the creation and characterization of test and evaluation
datasets. Therefore, the first research question of this thesis is:

(i) How can a hybrid entity linking system be implemented,
which combines different approaches and how can current
entity linking benchmarking practices be improved?

To answer the question novel methods for manual and (semi-) au-
tomated entity linking are presented. This also enables to create high
quality benchmarking datasets. Furthermore, current benchmarking
approaches are analyzed and methods are introduced that allow a
completely new level of detail in the evaluation process.

No less difficult is the challenge to consider the information pro-
vided by a formal knowledge base in the actual search ranking pro-
cess. How can the additional available data be integrated? How can
existing traditional retrieval models be extended? By integrating for-
mal knowledge bases into the search process the new semantic search
paradigm was established. Therewith, the concept of relevance in IR
evolved from a purely syntactic-based approximation to a manifold
calculation that takes into account not only the document’s words but
also the meaning of the content and its context. The second research
question for this thesis is:

(ii) How can a formal knowledge base be integrated in the
actual ranking process?

Therefore, a new retrieval model for semantic search will be intro-
duced as well as a comprehensive evaluation on its effectivity. The
approach follows the idea of linking document contents to entities of
a formal knowledge base and exploit the semantic relations among
the entities to elevate the search results ranking from a syntactic to-
wards a semantic basis.

For a more fine grained approximation of semantic relatedness,
and because not all data in the knowledge base is always needed,
the content of the formal knowledge base itself will be subject of
further analysis. By focusing only on the “important” parts of a know-
ledge base, effectivity and efficiency might be improved. Therefore,
the third research question investigates on:

(iii) How to prioritize the resources of formal knowledge
bases?



1.2 DISSERTATION OUTLINE

For this purpose, a method for Linked Data fact ranking is proposed.
Thereby, the relevance of a fact is defined and a heuristics-based algo-
rithm is introduced to estimate a fact’s relevance. The implementation
of Linked Data based exploratory search and recommender system as
special kinds of semantic search greatly benefits from the prioritiza-
tion of knowledge base facts.

In addition to the internals of a Linked Data based IR system, there
is also the need to further develop the design of human-computer
interaction with the support of Linked Data. The user interface of
modern IR systems is subject to numerous implementation options.
There is an enormous range of display possibilities, from 4K screens
to smart watches or purely auditory interfaces, which also bears great
challenges for the presentation of data and navigation. With Linked
Data new methods to display search results and to navigate through
a document corpus might be developed, to enable the user to better
explore and interact with the content. Therefore, the fourth research
question elaborates on:

(iv) How can user interfaces for search results presenta-
tion, as well as content navigation be supported by the
integration of Linked Data?

To answer this question two approaches are presented and qualita-
tively evaluated to exemplify how Linked Data can leverage explora-
tory search as well as recommender systems navigability.

These research questions are not only essential for today’s libraries
to manage the tremendous amounts of new online and offline con-
tent. They are also asked by providers and developers of IR systems
confronting the challenges arising with Semantic Web technologies.
This thesis presents theoretical and practical solutions on how IR can
benefit from Linked Data.

1.2 DISSERTATION OUTLINE

This thesis contains 7 chapters, whereas chapters 3 to 6 present the
main contributions.

Chapter 1 motivates the work, introduces the research questions,
and presents the thesis structure.

Chapter 2 contains an overview on the theoretic fundamentals of In-
formation Retrieval and Semantic Web technologies. Of course, within the
scope of a doctoral thesis this section cannot cover the topics in an
exhaustive manner. Thus, the focus lays on the basics with relevance
to the remaining chapters. This also includes a definition of relevant
terminology. The general IR concepts are presented comprising IR-
models, document and query processing, indexing, term weighting,
ranking, as well as evaluation techniques. Furthermore, the Semantic
Web basics are introduced including Linked Data, semantic informa-
tion extraction, semantic search, and measures.

11
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Each of the next 4 chapters elaborates on a certain topic and usually
includes the common sections: introduction, related work, method,
evaluation, and the discussion and conclusion. The chapters do not
correspond to the 4 given research questions one by one, but each
chapter contributes partial solutions to the research questions.

Chapter 3 presents the topics semantic text annotation and named en-
tity linking. First, different representations of semantic text annota-
tions are introduced and compared. Then, manual techniques for en-
tity lookup and manual entity linking are presented. An automated
method for named entity linking based on a hybrid approach is intro-
duced and evaluated. The last main section of this chapter elaborates
on an in-depth and comprehensive analysis of benchmarking prac-
tices and proposes an extension of benchmarking approaches for a
more fine-grained evaluation.

Chapter 4 introduces a new approach for document retrieval sup-
ported by Linked Data. Therefore, the generalized vector space retrieval
model is extended. Two new term weighting schemes are introduced.
One is based on semantic relatedness determined by taxonomy rela-
tions, the other one on the level of connectedness of entities within
documents. An evaluation is presented showing the effectiveness of
the methods. Thereby, also a new evaluation dataset for semantic
search evaluation is compiled and published.

Chapter 5 presents a method for Linked Data fact ranking. A new
heuristics-based approach is proposed and evaluated. Thereby, ten
relevance indicators relying on the RDF graph structure are defined
and aggregated to estimate evidence for high relevance of facts. Fur-
thermore, the chapter presents a new training and evaluation dataset
for Linked Data fact ranking generated by a crowdsourcing approach.
This dataset facilitates to optimize the system and to compare it with
other approaches.

Chapter 6 focuses on user interface implementations for exploratory and
recommender systems supported by Linked Data. Two implementations
are presented and evaluated. The first one deploys the fact ranking
methods of the preceding chapter in an exploratory search system.
A video search engine is extended to map search queries to know-
ledge base entities, which are then subjects of recommendations of
related resources. The second implementation presents novel visual-
ization and navigation techniques based on a semantically annotated
document corpus. Thereby, a web-based content management system
is extended to enable semi-automatically annotate text-based content
and to visualize semantic relationships among documents and know-
ledge base resources.

Chapter 7 concludes the thesis with a summary, outlines the con-
tributions, provides a list of the authors publications as well as corre-
sponding projects, and elaborates on future challenges.

Each chapter contains its own table of content and bibliographic
references. All URLs referenced in this thesis have been visited on
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This chapter aims for providing an overview on the technical pre-
liminaries, relevant methods and technologies on which the remain-
der of this thesis is built on. It is intended for the reader who is new
to the research fields of information retrieval, Semantic Web technolo-
gies, Linked Data, and semantic search.

The chapter comprises two major parts. In the first part, the theory
of information retrieval is introduced beginning with a definition and
problem description. Basic concepts such as document and query pro-
cessing as well as indexing and term weighting are introduced. An
overview on the standard retrieval models and principles for method
evaluation are given.

The second part of the chapter is focused on Semantic Web tech-
nologies. This includes an introduction on Linked Data as well as
semantic information extraction techniques. Semantic search is intro-
duced as the application to lookup, search, and organize information
by means of semantic technologies.

2.1 INFORMATION RETRIEVAL
Information Retrieval (IR) is the field of Computer Science which fo-

cuses on how to efficiently find relevant information to satisfy a given
information need of a user or system. IR is defined as follows:
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“Information retrieval deals with the representation, stor-
age, organization of, and access to information items such
as documents, web pages, online catalogs, structured and
semi-structured records, multimedia objects. The repre-
sentation and organization of the information items should
be such as to provide the users with easy access to infor-
mation of their interest.” [5]

The history of information retrieval began in the 3rd century BC
with conventional approaches to managing large collections of in-
formation originating from the discipline of librarianship [121]. The
Greek poet Callimachus was claimed as the first known person who
created a librarian catalog [39]. The first technological tools are dat-
ing back to a US patent in 1891 for a machine linked catalogue cards,
which could be wound past a viewing window enabling rapid man-
ual scanning of the catalogue [121]. In 1945 the American engineer,
inventor, and science administrator Vannevar Bush introduced his vi-
sion of “Memex”, a hypermedia system based on electro mechanics
and microfilm, enabling the user to access information in a structure
analogous to that of the World Wide Web [18]. The probably most im-
portant advancement became the young research field of information
retrieval in the 1950s and 1960s years of the Cold War times. Efficient
information organization became very important and was extensively
funded. The computer was established as the definitive tool for infor-
mation retrieval. Gerard Salton, Hans-Peter Luhn, Cyril W. Cleverdon,
and Karen Spéarck-Jones were the most important figures in the early
research on computerized indexing and ranked retrieval [121]. Finally,
the ultimate triumph of information retrieval systems came with the
rise of the home computer and the World Wide Web. Desktop- and
web search became the killer applications implementing information
retrieval methods.

The IR Problem can be formulated as the goal of an IR system, which
is “to retrieve all the documents that are relevant to a user query
while retrieving as few non-relevant documents as possible” [5]. IR
is distinguished from data retrieval, which deals with data that has a
well defined structure and semantics, while an IR system deals with
natural language text which is not well structured. Data retrieval sys-
tems, for example databases, are suitable for storing and querying
structured data. With IR systems a user is more concerned about the
information within a document than with retrieving data items that
satisfy a given structured query. However, the retrieved relevant docu-
ments have to be read and analyzed by the user in order to extract the
useful knowledge. Knowledge retrieval systems are the next generation
in the evolution of retrieval systems also supporting the knowledge
management in the entire process. They operate on knowledge bases,
represented for example by concept graphs, predicate logic, seman-
tic networks, or ontologies [70]. Within this thesis numerous sections
will investigate on the transition from information- to knowledge re-
trieval systems by utilizing Linked Data.
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Figure 1: The high level principle of an information retrieval system. (in-
spired by [5])

Fig. 1 depicts the high level principle of a generic IR system. A doc-
ument collection is usually stored on external memory. This could be a
repository of web pages collected by a web crawler or a library of mul-
timedia objects such as videos. In the preprocessing step the documents
are transformed into a set of content describing index terms which are
subsequently indexed for fast retrieval and ranking. In most cases
an inverted index is used. An inverted index is composed of all index
terms of the collection and, for each index term, a list of the docu-
ments that contains it.

The retrieval process starts with the user query, which is parsed
and transformed into a set of query terms. All query terms are then
matched against the index terms to retrieve a subset of documents
containing the query terms. The ranking process of the retrieved doc-
uments is to identify the documents that are most likely to be consid-
ered relevant by the user. Together with query and document prepro-
cessing, the ranking is one of the most critical parts of an IR system
[5].

Besides numerous techniques for document and query processing,
which are introduced in the following sections, also for the actual
retrieval process different IR models are defined.

2.1.1 IR-Model

An IR system underlies a model, which aims to produce a ranking
function to assign scores to documents with regard to a given query.
These scores are then used to sort the documents returned in response
to a given query. An IR model is characterized as follows [5]:

Definition 2.1 (Retrieval Model):
An information retrieval model is a quadruple [D, Q, F, R(q, dj)] with

1. D is a set composed of logical views (or representations) of the
documents of a collection.

2. Q is a set composed of logical views (or representations) of the
user information needs. Such representations are called queries.

3. Fis a framework for modeling document and query representa-
tions, and their relationships, such as sets and Boolean relations,

17
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vectors and linear algebra operations, sample spaces and prob-
ability distributions.

4. R(qi, dj) is a ranking function that associates a real number with
a query representation q; € Q and a document representation
d; € D. Such ranking defines an ordering among the documents
with regard to the query q;.

The representations of documents might be a subset of all terms in
the documents, generated by removing stopwords (e.g. articles and
prepositions) from the text. Sole stopwords do not evince clear mean-
ing, furthermore, stopwords often appear in almost all documents
and a search for them would return almost the entire document col-
lection. Therefore, it is common practice to exclude stopwords.

The representations of information needs might be a subset of the
query terms enriched with synonyms. The framework also defines and
provides the ranking function. For example, the Boolean model frame-
work is composed of sets of documents and the standard operations
on sets. For the vector space model, the framework is composed of a
multi-dimensional vector space, representations of queries and doc-
uments as vectors, and standard linear algebra operations on them.
For the probabilistic model the framework is composed of probability
distributions of terms on documents and queries as well as the Bayes’
theorem [5].

2.1.2  Basic Concepts

The information retrieval models consider each document as a set of
representative keywords called index terms as follows [5]:

Definition 2.2 (Index Term):

An index term is a word or group of consecutive words in a document.
In its most general form, an index term is any word in the collec-
tion. This approach is usually taken by search engine designers. In a
more restricted interpretation, an index term is a preselected group
of words that represents a key concept or topic in a document. This
approach is usually taken by librarians and information scientists.

A preselected set of index terms can be used to summarize the
document contents. In this case, they are mainly nouns, or noun
groups, because nouns have meaning by themselves compared to ad-
jectives, adverbs, and connectives which are less useful as selective
index terms [5].

The distinct set of index terms of the collection is the vocabulary. It
is defined as:

Definition 2.3 (Index Vocabulary):

Let t be the number of index terms in the document collection and k;
be a generic index term. V = {k1, ..., Kk} is the set of all distinct index
terms in the collection and is commonly referred to as the vocabulary
V of the collection. The size of the vocabulary is t.
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1 6 12 18 26 33 36 39 45 49 57
Text: | Life isn't worth living, wunless it is lived for someone else.
WT: | Life | isn’t | worth | living, | unless | it | is | lived | for | someone | else.
SF: Life | isnt worth | living unless | it | is | lived | for | someone | else
SW: | Life worth | living | unless lived someone | else
WS: | Life worth | live unless live someone | else
LC: life worth | live unless live someone | else
IT: life worth | live unless live someone | else

Table 1: Example of a token filter chain on a given text document. WT:
whitespace tokenizer, SF: standard filter (removes hyphenations,
sentence delimiter), SW: stopword filter, WS: word stemming, LC:
lowercase filter, IT: index terms.

As the collection increases, the size of the vocabulary also increases.
When extending the index terms with additional terms, for instance,
synonyms or acronyms, the size of the vocabulary is growing too.
Hence, for scalability reasons, when deciding to extend the vocabu-
lary somehow, one should keep track on how much the vocabulary
size grows with additional documents.

Index terms can be extracted directly from the text or can be spec-
ified by a human subject, as frequently done by librarians and infor-
mation scientists. No matter how the index terms are generated, they
provide a logical view of the document. Due to efficiency reasons, it
might be of interest to reduce the set of representative keywords in
large collections. Text transformations (e. g. stopword removal, word
stemming, accent normalization, noun grouping, etc.) can reduce the
complexity of document representations, from that of a full-text to
that of a set of index terms or even a controlled vocabulary, consisting
only of predefined terms.

2.1.3 Document Preprocessing

Whilst document preprocessing the vocabulary is generated from the
full-text. Therefore, rules have to be applied to split the text into to-
kens, and then filter these tokens according to if they are allowed to
be considered as index term. Decisions must be made on how to han-
dle sentence delimiters, special characters, whitespace, numbers, and
special notations, such as camel case and acronyms. Index terms and
query terms have to be harmonized to improve the matching rate. For
example, if a document contains the index term “mice” and the query
contains the term “mouse” one may expect a match. Plural forms usu-
ally express the same meaning like the corresponding singular forms
and therefore a query for a singular form should also match the plu-
ral form and vice versa. Also inflected variations should match their
root forms because words with the same root might be handled as
synonyms. Inflected and plural forms can be reduced to their root
form by applying word stemming, e.g. [104]. Further advanced text
analysis methods are able to determine certain characteristics of text
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phrases and groups of words, for instance to detect email addresses,
the part-of-speech, e.g. with the Stanford Log-linear Part-Of-Speech
tagger [130], or to generate phonetically similar tokens, e. g. with the
Soundex method [76, 116, 117].

Tab. 1 shows a very simple example of an analysis token chain.
Each cell of the table stands for a single token. The numbers on the
topmost row show the character offsets of each token. The offset is
stored along with the final index terms to later enable to quickly lo-
calize an index match in the origin text, e. g. for snippet highlighting
in the search results. The Text row shows the input token, which
holds the actual input text “Life isn’t worth living, unless it is lived
for someone else.” a quote of Albert Einstein. This token is passed
on to the whitespace token filter, which splits the text on whitespace
into separate tokens (WT row). Each of the resulting tokens is then
handed on to subsequent filters. The standard filter (SF row) removes
hyphenations and sentence delimiters, the stopword filter (SW row)
removes tokens containing unwanted particles. The word stemming
filter (WS row) reduces the terms to their root. The lowercase filter
(LC row) harmonizes the upper cases to lower cases, to be able to
retrieve documents independently of the casing. Finally, the last row
contains the actual index terms (IT row).

A similar text analysis is performed on the search query. Usually,
the same token filter chain is used to ensure to create the same terms
for the same input on document as well as query level.

An overview on different kinds of state-of-the-art tokenizers and
token filters can be found in [1]. Once the index terms have been
created, they have to be indexed for efficient retrieval.

2.1.4 Indexing Process

The index is the data structure which is used to speed up the lookup
for a particular term. Creating and maintaining an index is consider-
ably more complex than running a sequential scan (e.g. on all text-
files of document collection), but it is the only way to achieve feasible
retrieval durations. The most basic concept is the inverted index. It is a
word oriented mechanism consisting of the vocabulary and the word
occurrences. For each word of the vocabulary, the index stores the
document which contains the words, and on which positions in the
document a word occurs, e. g. to enable snippet highlighting.

So far, the inverted list or index can be used to quickly find a list
of documents which contain a certain query term. Tab. 2 shows 3
example documents containing some more quotes of Albert Einstein.
Built from these documents, Tab. 3 shows the term vocabulary (1% col-
umn) with number of term occurrences (2"4 column), as well as the
inverted lists (3™ column). For each index term, the corresponding in-
verted list comprises the ids (or memory addresses) of the documents
containing the term, the number of occurrences in the document, and
the text offsets (bracketed). Accordingly, the inverted list correspond
to the search results. A search query for 'live” would then return doc-
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Document 1 (doc,):

1 5 10 17 22 26 35 38 43 47 53 57

The only escape from the miseries of live are music and cats.

Tonty Tosap | | Jweri | Jive | Jmwic | et

Document 2 (doc,):

1 6 12 18 26 33 36 39 45 49 57
Life isn't worth living, unless it is lived for someone else.

life ‘ ‘ worth ‘ live ‘ unless ‘ ‘ ‘ live ‘ ‘ someone else

Document 3 (doc;) :

1 3 7 10 15 18 24 27

I see my life in terms of music

(e | Jite | Jtom | [ musi

Table 2: Three example documents with term positions (offset) and harmo-
nized index terms.

Vocabulary | n; Inverted lists with positions
cat 1 docy, 1 (57)

else 1 doc,, 1 (57)

escap 1 docy, 1 (10)

life 2 doc,, 1 (1); docs,1 (10)

live 3 doc,, 2 (18, 39); docy, 1 (38)
miseri 1 docy, 1 (26)

music 2 docy, 1 (47); docs, 1 (27)
only 1 doc,, 1 (4)

see 1 docs, 1 (3)

someone 1 doc,, 1 (49)

term 1 docs, 1 (18)

unless 1 doc,, 1 (26)

worth 1 doc,, 1 (12)

Table 3: The vocabulary corresponding to the example documents of Tab. 2
with number of occurrences n;, and the inverted lists with docu-
ment ids, number of occurrences, and positions in the text (offset).
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ument 1 and document 2 as search result. The inverted list of index
term ’live’ is sorted by the number of occurrences. This ordering rep-
resents a first, perhaps naive, relevance ranking - if assuming that
documents containing more search terms are more relevant to the
query than those containing only a few.

The algorithmic construction, compression, and partitioning of in-
dexes are described in detail in [5, 87]. An alternative for the indexes
are suffix trees [53]. Suffix trees are for some applications more pow-
erful than inverted indexes, since they can also handle large phrase
queries more quickly. They can be built over any kind of text, not only
those formed by words, for example, in computational biology, music
retrieval or languages like Chinese, Japanese, or Korean, which are in
fact difficult to split into words.

So far, it was assumed that a search query only contains a single
term. But, usually search queries contain multiple terms, groups of
words, or phrases.

2.1.5 Query processing

A query is the formulation of the user’s information need. Usually,
the query processing runs in a similar fashion as the document pro-
cessing. The search string is tokenized and filtered into the query terms.
These query terms are then used to search for in the index. Thus, a
query can consist of single keywords, but also of complex combina-
tions involving several terms. Usually it is distinguished between [5]:

Word Queries

Context Queries

Boolean Queries

Pattern Matching

Natural Language Queries
Structural Queries

Word queries are the most elementary queries. There are two vari-
ants interpreting word queries, the disjunctive and the conjunctive in-
terpretations. Disjunctive means that a document is contained in the
search results if it contains at least one of the query terms. Popular-
ized by web search engines, the conjunctive interpretation of queries
only returns documents that contain all specified query terms. If this
is too restrictive because only a few or no documents match, the re-
striction might be relaxed by dropping some words.

Context queries (or span queries) enable to search terms in a given
context that is near other terms. Terms, which occur closely to each
other may indicate higher likelihood of relevance than those that ap-
pear apart.

Boolean queries have a syntax composed of atoms that retrieve doc-
uments, and of Boolean operators, which work on their operands
(which are sets of documents) to specify sets of documents. The most
commonly used operands are AND, OR, BUT (logical NOT).
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Beyond keyword queries, pattern matching queries also allow to re-
trieve documents containing pieces of terms that have certain prop-
erty, for instance, prefixes, suffixes, substring, ranges, allowed errors
(misspellings), or regular expressions.

Natural language queries are the most expressive, but also the most
complex with respect to interpretation. Mostly they are also reduced
to keyword and Boolean queries.

Structural queries follow a formal syntax, and therefore are easy to
interpret. Nevertheless, they usually require the text to be structured
in a certain form, such as fields, or hierarchies.

In Chapter 4 hybrid and additional kinds of structural, keyword,
and Boolean queries involving Linked Data resources will be intro-
duced.

2.1.6  Term Weighting - TF/IDF

Not all index terms are equally important for representing the content
of the documents of a collection. For example, if there is an index
term, which appears in all documents, the search for this term would
result in a list of all documents. No one benefits form that. Hence, the
document separability for this term is not very pronounced.

Definition 2.4 (Term Weight):

To characterize term importance, a weight wy ; > 0 is associated with
each index term k; of a document d; in the collection. For an index
term k; that does not appear in document d;, w;; = 0.

The weight quantifies the importance of a term for describing a
document. To compute these weights, the frequency of occurrences of
terms within a document is used. According to Luhn [83], the value
or ‘importance” weight of a term that occurs in a document is simply
proportional to its term frequency (TF), which is defined as follows:

Definition 2.5 (Term Frequency):
The term frequency (TF) tf; ; is defined as the number of occurrences
of term k; in a document d;.

But, if documents are longer, terms will be used more often which
leads to the problem that in a corpus containing document of dif-
ferent length, longer documents will likely be preferred over shorter
documents. To overcome this problem another index term property
is introduced.

The specificity of an individual term is defined as the level of de-
tail at which a given concept is represented. In IR research it is inter-
preted as a statistical rather than semantic property of index terms.
In general one may expect vaguer terms to be used more often, but
the occurrence of individual terms will be unpredictable. The speci-
ficity of a term can thus be estimated as an inverse function of the
number of documents the term occurs in [73]. This measure is de-
noted as inverse document frequency (IDF). A term is less specific, the
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Vocabulary | n; | df; | doc: tf;, wij;

cat 1 1 docy: 1, 0477, doc,: 0, 0; docs: 0, 0
else 1 1 doc;: 0, 0; doc,: 1,0.477; docs: 0,0
escap 1 1 docy: 1, 0.477; docy: 0, 0; docs: 0, 0

life 2 2 docy: 1, 0.176; doc,: 0, 0; docs: 1, 0.176
live 3 2 doc;: 1,0.176; doc,: 2,0.352; docs: 0,0
miseri 1 1 docy: 1, 0477, doc,: 0, 0; docs: 0, 0
music 2 2 docy: 1, 0.176; doc,: 0, 0; docs: 1, 0.176
only 1 1 docy: 0, 0; docs: 1, 0.477; docs: 0,0

see 1 1 doc;: 0, 0; doc,: 0, 0; docs: 0, 0.477
someone 1 1 doc;: 0, 0; docs: 1, 0.477; docs: 0,0
term 1 1 doc;: 0, 0; doc,: 0, 0; docs: o, 0.477
unless 1 1 doc;: 0, 0; doc;: 1, 0.477; docs: 0,0
worth 1 1 doc;: 0, 0; doc,: 1, 0.477; docs: 0,0

Table 4: TF/IDF weighting scheme for the example vocabulary.

more documents it occurs in. According to Spérck Jones” statistical
interpretation of term specificity [73], the IDF is defined as:

Definition 2.6 (Inverse Document Frequency):

The inverse document frequency (IDF) idf; of term k; in the collection
with N documents is calculated as IDF; = logdlfi, where df; denotes
the number of documents term k; occurs in.

The most popular term weighting scheme that combines TF and
IDF was proposed by Salton and Yang [119] and is defined as:

Definition 2.7 (TF/IDF Weight):
Let w;; be the term weight associated with the pair (ki, d;), the
TF/IDF weight is defined to:

(1)

Wi s — (1+log(tfi;)) x logdlﬂ if tfi; >0
N 0 otherwise

Tab. 4 shows an example on this weighting scheme. For each index
term n; and df; are shown. The rightmost column indicates the tf;
values as well as the final weights w; ; calculated for each document
according to equation 1. Rarer terms have higher weights because
they are more selective. Terms that are more frequent inside a docu-
ment have relative frequencies that are higher [5]. Further variants of
the TF/IDF weighting are described by Salton and Buckley [120] as
well as by Witten, Moffat, and Bell [140].

2.1.7 Retrieval Models

Based on definition 2.1 (Retrieval Model), different retrieval models
and their frameworks and ranking schemes are introduced now.
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Figure 2: Conjunctive components for the query [q = kq A (kp V —k¢)] [5].

2.1.7.1  Boolean Model

The Boolean model is the most simple retrieval model. It is based on
Boolean algebra and set theory. Let there be a document-term matrix,
to quantify the frequencies of terms, where each tf; ; stands for the
frequency of term k; in document d;, the Boolean model is defined
as:

Definition 2.8 (Boolean Model):

All elements of the document-term matrix are either 1, to indicate
presence of a term in a document, or 0 to indicate absence of a term
in a document. A query q is a Boolean expression on the index terms
in form of a disjunctive normal form (qpnF). Given the query, a term
conjunctive component that satisfies its conditions is called a query
conjunctive component c(q).

For example one query could be: [q = kq A (kp V —k¢)]. With a
vocabulary V = kg, kp, ke the query could be written in disjunctive
normal form: [qpnrE = (1,1,1)V (1,1,0) V (1,0,0)] (cf. Fig. 2). If a doc-
ument d; only contains terms k, and k., the conjunctive component
is c(d;) = (1,0, 1). If this is not part of the qpnF, one can say that the
document d; does not satisfy the query q.

Definition 2.9 (Boolean Similarity):

In the Boolean model, a query q is a Boolean expression on index
terms. Let c(q) be any of the query conjunctive components. Given
a document dj, let c(d;) be the corresponding document conjunctive
component. Then, the similarity of the document d; to query q is
defined as

T if del(q) | clq) =cldj)

sim(dj, q) = (2)

0 otherwise

If sim(d;j,q) = 1 then the Boolean model predicts that the docu-
ment d; is relevant to the query q. Otherwise, the prediction is that
the document is not relevant.
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The Boolean model only predicts if a document is relevant or not.
There is no ranking produced, nor is a partial match of the search
query possible. Since Boolean queries have a very precise semantic,
it is not always easy to transform a user’s information need into a
Boolean expression. The main advantage of the Boolean model is its
simplicity and clean formalism [5].

2.1.7.2  Vector Space Model

Contrariwise to the Boolean model, the vector space model approach
assigns non-binary weights to the terms in queries and documents
[118, 119, 73]. They are used to compute a degree of similarity between
each document and the user query. In the retrieval results, with the
vector space model the documents are sorted by the degree of similar-
ity. The vector space model also takes documents into consideration,
which match the query only partially. The vectors are defined as fol-
lows:

Definition 2.10 (Term Vector):

The weight w; ; for a term-document pair (ki, dj) is non-negative and
non-binary. The index terms are assumed to be mutually independent
(orthogonal) and are represented as unit vectors of a t-dimensional
space, with t as the total number of index terms. Document d; and
query q are than represented by t-dimensional vectors:

%
dj = (W15, Waj,..., Wej)
? = (W1,q/W2,q/ oo th,q)
where wy 4 is the weight associated with the term-query pair (k;, q),

with w; 4 > 0.

The degree of similarity between the vectors d_; and ¢ can than be
quantified, for instance, by the cosine of the angle between these two
vectors. Which is defined as follows:

Definition 2.11 (Term Vector Similarity):

d_.)' -
sim(dj, q) = 3)
;| < Iq]
Z:-E:ﬂ/\)i/j X Wi,q (4)

B € 2 t 2
\/Ziz1wi,j X \/Zizlwi,q

where IdT;I and |g| are the norms of the document and query vectors
and (f] e g is the internal product of the two vectors. The factor Id_;-l
provides the document length normalization. Since the positiveness
of wij and w; 4, sim(d;, q) is always in the range of o to 1.

The main advantages of the vector space model are: its partial
matching strategy allows retrieval of documents that approximate
the query conditions, its cosine ranking formula sorts the documents
according to their degree of similarity to the query, and document
length normalization is naturally built-in into the ranking.
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Because of its simplicity and practicability, the vector space model
is a very popular retrieval model, which is often used as baseline
in the evaluation of alternative and new ranking approaches [5]. In
Chapter 4 an extension of the vector space model will be presented,
which incorporates a new ranking scheme based on semantic related-
ness.

2.1.7.3 Probabilistic Model

An alternative approach to the vector space model is the probabilistic
model proposed by Robertson and Sparck Jones [113]. The advantage
of this model is, in theory, its optimality, i.e., documents are ranked
according to their probability of being relevant, based on the infor-
mation available within the system. In practice this does not work
well because relevance of documents is also affected by variables that
are not in the system. Furthermore, the method does not take the fre-
quency of occurrences of terms within a document into account and
it lacks a document length normalization. Salton and Buckley [120]
showed that the vector space model outperforms the classic proba-
bilistic model with general collections [5].

In 1992 Robertson et al. have introduced the Okapi system [111]
which later implements the BM25 ranking formula as an extension
of the probabilistic model [114]. This ranking formula, also takes into
account the term frequency and document length normalization.

Definition 2.12 (BM25):
The BM25 formula is defined as:

(K +1 )tfij
(1—b) +b__enld)

avg_doclen

Bij =

[+ th ®

where tf;; is the frequency of term i in document d;. The param-
eters b € [0,1] and K; are empirical constants, where K; controls
non-linear term frequency normalization and b controls to what de-
gree document length normalizes term frequency values. The BM25
ranking equation can than be written as:

N —df; + 0.5
simpmas(d Z Blj X 109( Y > (6)
1

with N as the number of documents and df; the number of docu-
ments containing term k;.

Common settings for real collections are K; = 1.2 and b = 0.75.
These values can be adjusted depending on the application and de-
sired ranking characteristics [114, 112]. Contrary to the original prob-
abilistic model, the BM25 formula can be computed without any rel-
evance information provided by the user. There is growing consen-
sus that BM25 yields to better results than the classical vector space
model for general collections [5]. Thus, it has been used as a baseline
for new ranking methods, such as introduced in Chapter 4.
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2.1.7.4 Language Models

Language Models for information retrieval are based on the idea that
a document is a good match to a query if the document language
model is likely to generate the query, which will in turn happen if
the document contains the query words often [87]. The first exten-
sive experiments on the language modeling approach were made by
Ponte and Croft in 1998 [103]. They showed that the language model
approach outperforms the vector space model.

Definition 2.13 (Language Model):

According to Manning et al. [87] a language model is a function that

puts a probability measure over strings drawn from some vocabulary.
Let S be a sequence of T consecutive terms, S = k1, kz,...,k, then

an n-gram language model uses a Markov process to assign a proba-

bility of occurrences to a sequence of words S as:

.
Pn(S) = Hp(ki“(iflzkifZ/---zki—(n—n) (7)
=1

The simplest form is the unigram language model which estimates
each term independently.

P] (k],kz,...,kr) = P(k]) X P(kz) X .o X P(kr) (8)

A bigram language model would be estimates as:

P2(k1, k2, ..., kr) = P(k1) x P(kzlky) x P(k3lkz) x ... x P(kr[kr—1) (9)

Even more complex models could be used, such as probabilistic
context free grammars or the multiple Bernoulli model [103]. To use
language models for the retrieval ranking the following principles
can be pursued:

1. Define a language model for each document and use it to deter-
mine the likelihood that a given query can be generated (query
likelihood).

2. Vice versa, define a language model for a given query and use it
to determine the likelihood a given document can be generated
(document likelihood).

3. Compare the language models of query and documents, e.g.
with Kullback-Leibler divergence.

Fig. 3 depicts the retrieval principles. The query likelihood does not
account relevance within the documents, user feedback and query ex-
pansion are not part of the model, and it does not allow weighted
and structured queries. On the other side, in the second variant the
small size of query terms lead to different document lengths. Thus,
probabilities are not comparable. However, the principles can be com-
bined with the third variant to compensate the disadvantages of both
methods [87].
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P(w|Query)

Doc Model ) P(w|Doc)

Query likelihood (1)
Document likelihood (2)
Model comparison (3)

Figure 3: Principles of retrieval with language models [87].

Another classic problem using language models is the estimation
of terms not appearing in the documents. This would lead to zero
probabilities. To avoid this problem a small fraction of the overall
probability mass is given to the query terms which are not in the
document collection. This technique is called smoothing. A prominent
implementation of smoothing is given by Jelinek-Mercer [45, 144].

No matter which retrieval model is subject of implementation, in
an IR system numerous parameters have to be adjusted in order to
achieve reasonable results. To optimize these parameters and to quan-
tify the performance of a system the following section will introduce
evaluation methods.

2.1.8 Evaluation Methods

The general aim of evaluation of retrieval systems is two fold: On the
one hand, it is to compare newly developed algorithms with older
algorithms (baselines) to quantify their amount of improvement, and
on the other hand, it is to compare different systems with each other.
Usually, evaluation of retrieval systems means to measure their effec-
tiveness and efficiency. Effectiveness denotes the ability to retrieve the
right information best fitting to the users information need. Efficiency
denotes the resource requirements in term of execution time as well
as disk and memory space [27].

2.1.8.1 Evaluation Datasets

The first large scale evaluations on retrieval systems were performed
in the 1960s and are entitled the Cranfield experiments [22]. To ensure
that experiments are repeatable, the experimental setting and data
used must be fixed. Therefore, scientists have assembled test collec-
tions consisting of documents, queries, and relevance judgements. These
collections are denoted as ground truth or gold standard. Datasets have
been created over several years and have been adapted according to
typical search applications. Since early datasets mostly focus on bib-
liographic records, new datasets are very heterogeneous in terms of
application, as e. g. web search, microblog search, social search, legal
search, genomic-, chemical-, biology search, or question answering.
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Mean num
Num | Num o
Name of relevance Descrlptlon
docs | queries
docs per query

Titles and abstracts from articles
CACM | 3204 52 15.3 of Communications of the ACM
from 1958-1979.

Topics concerned with “information

retrieval” compiled by the Comités

CIsI 1460 112 27.8
Interministériels pour la Société de
I'Information (CISI)

CRAN | 1400 225 82 Abstracts from articles about
aeronautics.

MED 1033 30 23.2 Abstracts from medical articles.

Table 5: Classic 4 evaluation datasets for information retrieval [36]. These
datasets are published at http://ir.dcs.gla.ac.uk/resources/
test_collections/

Early and well known datasets are the classic 4, which are summa-
rized in Tab. 5.

Because these collections are very small and todays requirements
on retrieval systems have changed, efforts were made by the yearly
promoted Text Retrieval Conference' (TREC) since the early 1990s
with the aim, to evaluate new complex and more specific retrieval
tasks on a large scale. The TREC is conducted by the National Insti-
tute of Standards and Technology (NIST). The datasets provided by
TREC are organized in more than 30 tracks including, for instance,
the query answering track, blog track, web track, chemical IR track,
terabyte track, federated web search track, and many more’.

Since the sizes of new collections were increasing to millions of
documents, not all documents can be evaluated relatively to a given
information need. The alternative is to only take the top k documents
produced by various ranking algorithms for a given information need,
combine them in a pool, and make the assessments only for the doc-
uments in this pool. This approach is named the pooling method. It is
based on the assumption that the relevant documents are more likely
to be found at the top of the rankings [5].

Nevertheless, humans and their relevance judgements are quite id-
iosyncratic, variable and therefore exhibit a high degree of subjectiv-
ity. It is of interest to have assessments of different judges to achieve a
reasonable level of conformity. The more judges contribute, the more
objectivity can be achieved. To measure the degree of agreement be-
tween judges, Cohen'’s kappa [25] calculation, a statistical measure to
quantify the inter-rater agreement, might be performed [87].

Once an evaluation dataset has been created, by means of evaluation
measures the results quality of retrieval systems can be described with
concrete numbers.

1 http://trec.nist.gov/
2 http://trec.nist.gov/data.html
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relevant documents R
\ retrieved documents A
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Figure 4: Retrieved documents for a given query q.

all documents D

N

2.1.8.2 Evaluation Metrics

Starting form a corpus of documents D and a query q, let R be a
subset of D which only contains relevant documents matching the in-
formation need expressed with query g, and let A be a subset of D
which contains all the retrieved documents a system returns as result
of query q (cf. Fig 4). It is defined:

Definition 2.14 (TP, TN, FP, FN):

¢ The set of true positives (TP) is defined as the intersection of R
and A: TP =RNA

¢ The set of true negatives (TN) is defined as the set of documents
which are in D but not in the relevant documents R and not in
the retrieved documents A: TN =D\ (RUA)

¢ The set of false positives (FP) is defined as the set of documents
which are wrongly retrieved as relevant, and therefore are in A
butnotin R: FP = A\R

¢ The set of false negatives (FN) is defined as the set of documents
which are not retrieved but relevant and therefore are in R but
notin A: FN =R\ A

Form the absolute quantities of the defined sets one can determine
the two basic measures precision and recall [23, 24]:

Definition 2.15 (Recall and Precision):

Precision =p = TPl _ ROA (10)
P TP+ FP T A
ITP| IRAA
R Nl=r1r= =
O ETT TP AN TR (11)

Both measures result in values between o and 1, where precision
of p = 1 means that the retrieved results only contain relevant doc-
uments, whereas a recall of r = 1 means that all relevant results are
retrieved. The overall aim is to increase both values as good as possi-
ble. But, recall and precision are known to be rivaling each other. If
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a system is configured to improve precision, usually, this happens at
the expense of recall and vice versa.

A measure that combines precision and recall is the harmonic mean,
the traditional F-measure:

Definition 2.16 (F-Measure):
The standard F-measure or balanced F-score is defined as:

pXT
p+T

F1=2x (12)
It is the special case of the general F-measure for 3 = 1, which is
defined as:

Definition 2.17 (General F-Measure):
The general F-measure for 3 > 0,3 € R is defined as:

pXxT

_ 2
Fp = (1469 < 5

(13)

The value of 3 can be used to emphasize on recall or precision.
Commonly used F-measures are the F, measure, which weights re-
call higher than precision, and the Fy5 measure, which puts more
emphasis on precision than on recall [136]. The F-measure can be
seen as a summary of precision and recall.

Another common approach is to only measure precision for a given
data set on the top n documents of the result set. This measure is
denoted as, Precision@n or p@n. It provides an assessment on what the
user impression of a search result could be, based on the assumption
that users very rarely navigate to the second page of the search results.
The higher the concentration of relevant documents in the top of the
results, the better is the user’s impression. Typical values for n are:
Precision@s, Precision@10, and Precision@20.

Measures relevant to this thesis are denoted in the following non-
exhaustive list.

* Average precision (AP): For a single query, a the average precision
is determined as the average of the precision value obtained for
the set of top k documents existing after each relevant document
is retrieved. That is, if the set of relevant documents for query
q; € Qis{dy,...dm,;} and Rjk(q;) is the set of ranked retrieval
results for q; from the top result until you get to document dy,
then:

APg) = 3 P(Rylay)) (19

) k=1

3 Further measures can be investigated in [5, 136, 137, 27, 87]
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* Mean average precision (MAP): enables to generate a single value
summary of the ranking. For a set of queries it is the mean of
the average precision scores for each query:

Q|
MAP(Q) = @ZAP(qi). (15)
i=1

Mean reciprocal rank (MRR): enables to focus on, at which posi-
tion the first correct result in the result set appears. The recipro-
cal rank of a query response is the multiplicative inverse of the
rank of the first correct answer. The mean reciprocal rank is the
average of the reciprocal ranks of results for a sample of queries

Q:

1 Q| 1

(Normalized) discounted cumulative gain (N)DCG: measures the
"usefulness’, or gain, of a document based on its position in the
result list and takes into account to what extent the ordering
according to relevance corresponds to the ranking. Let rel; be
the graded relevance of the result at position i, the cumulative
gain (CG) at a particular rank position p is defined as:

P
CGp =) el (17)
i=1

This value does not consider the ordering of the results. Moving
higher relevant judged documents to a lower ranked position
does not change the value. Therefore, the discounted cumulative
gain (DCG) penalizes wrong positions by reducing the graded
relevance value logarithmically proportional to the position of
the result:

rely
loga(i)

P
DCQ, =rel; + ) _ (18)
i=2

Because search results vary in length with respect to a given
query, DCG alone is not appropriate to consistently compare
performance from on query to the next. That’s why the DCG
should be normalized across all queries. Therefore, the ideal
DCG (IDCQG) is calculated from the list of document sorted by
relevance. The IDCG is the maximum possible DCG for position
p. For a given query, the normalized discounted cumulative gain
(NDCQG) is then computed as:

DCG,
iDCG, (19)

NDCG, =
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The NDCG values for all queries can be averaged to obtain a
measure of the average performance of a retrieval algorithm.

* Binary preferences (Bpref): is designed for situations where rele-
vance judgements are known to be far from complete. It com-
putes a preference relation of whether judged relevant docu-
ments are retrieved ahead of judged irrelevant documents [137].
Let R be the number of relevant documents, N the number of
irrelevant documents, r a relevant retrieved document, and n a
member of the first R irrelevant retrieved documents. Bpref is
defined as:

bpref — 1 Z (1 In ranked higher than |

R min(R,N) ) (20)

T

If an evaluation is applied to several sets of data and an overall
summarizing value should be calculated, two different methods can

be applied [125, 87]):

1. Micro-averaging: The measure is obtained by summing over all
individual datasets. For example, let D be the list of datasets,
w.l.o.g. micro-Precision p" can be calculated as:

TP D1 TPy

K = e
[TPI+[FPL =121 (ITPy| + [FPy)

(21)

2. Macro-averaging: The measure is first evaluated ‘locally” for each
dataset, and then ‘globally” by averaging over the results of dif-
ferent datasets. For example, macro-Precision pM can be calcu-
lated as:

DI

M i=1Pi
_ 22
P D (22)

Both methods give different results. E. g. macro-averaging does not
take into account the size of an individual dataset, i. e. large data have
the same influence as small datasets. Whether one or the other should
be used, depends on the application.

2.1.8.3 User-based Evaluation

Besides the quantitative measurement with the proposed evaluation
metrics, user-based evaluation does not require a ground truth data-
set. Instead, the retrieval results are presented to a number of users,
who then can judge the quality of the results. A popular method are
side-by-side panels, whereas the top n results of two rankings from
different systems or ranking functions were displayed to the users
on two panels next to each other. This enables to control differences
of opinions among users, and influences on opinions produced by
the different rankings of the results. The evaluation results from the
judgement which ranking provides better results for a given query,
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but does not provide information about how much better one system
is [129]. Another limitation is that it is difficult and expensive to as-
semble a reasonable number of users to perform the judgements [5].

The newer approach of crowdsourcing seems to be a feasible alterna-
tive to overcome this limit. Crowdsourcing is to obtain the relevance
judgements by soliciting contributions from a large group of people,
especially from an online community instead of employees or users.
It starts with an open call to solve a problem or to carry out a task,
usually in exchange to a monetary value. Because of the monetary
motivation of ‘workers’, a very important aspect on crowdsourcing
is to design the experiments carefully to avoid cheating. A widely
known crowdsourcing platform is the Amazon Mechanical Turk*.

A retrieval system or search engine which is used by a large num-
ber of users can also be used to test new features or rankings without
elaborating on ground truth generation. The testing is performed on
the online system, but only with a very small number of users first,
to avoid having all users cope with perhaps poor modifications. This
method is denoted as A/B testing or bucket testing. Besides this, click-
through data or logging data can be used to observe how often the user
clicks on a given document of a result for a certain query [72, 5]. If
for a given query, the top results are clicked very quickly, one can
assume that the ranking was more appropriate compared to the case,
when users only click lower ranked results or switch to the second
page of search results.

In this first part of the chapter the foundations of information re-
trieval were introduced briefly. The major principles including doc-
ument preprocessing and indexing, different retrieval models, and
means for evaluation were presented. The next section will proceed
with a different topic, the foundations of the Semantic Web and its
accompanying technologies. The principles of Linked Open Data are
introduced and semantic information extraction methods usable for
information retrieval are presented. Furthermore, an overview on
the concepts of more advanced retrieval techniques such as seman-
tic search is given.

2.2 SEMANTIC WEB TECHNOLOGIES

The idea of the Semantic Web was described in 2001 by Tim Berners-
Lee et al. as "A new form of web content that is meaningful to com-
puters". It was introduced as an extension of the current web in which
information is given well-defined meaning, better enabling comput-
ers and people to work in cooperation [11]. The Semantic Web is
about making meaningful links between heterogeneous data sources
to enable persons and machines to explore a "web of data" [10]. In-
terlinking enables to navigate from one resource to other related re-
sources from different data sources and to discover more information
about them.

4 http://mturk.com/
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rdfs:subClassOf

A

rdf:type

ex:employedA

rdf:type

ex:Person
rdfs:domain

rdfs:subClassOf

ex:Scientist

rdf:type

rdf:Property

rdfs:domain

’ ex:knows

rdf:type

rdfs:range

rdf:type
vp T-box

ex:employedAt

@—Zurich <

ex:knows
ex:Albert_Einstein

A-box

> ex:NieIs_@

Figure 5: RDF example describing terminological knowledge (T-box) and as-
sertional knowledge (A-box).

The Semantic Web is based on the Resource Description Framework
(RDF) , a formal language for describing structured information [66,
88]. An RDF document describes a formal specification of an arbitrary
domain. The specification is modeled by a directed, labeled graph
which edges represent a link (predicate) between two resources, rep-
resented by the nodes. Usually, this link is expressed in RDF triples
(subject, predicate, object) [88]. To identify RDF resources and pred-
icates within different RDF documents and datasets, uniform resource
identifiers (URI) [9] are used. Any URI denotes something in the world
(the "universe of discourse’). Anything can be a resource, including
physical things, documents, abstract concepts, numbers or strings
[142]. The term is synonymous with ‘entity” as it is used in the RDF Se-
mantics specification [62]. Data values themselves (e. g. names, num-
bers) are represented as literals and only occur in the object position
of a triple.

The relationships and properties that RDF resources may have,
can be specified by the vocabulary description language RDF Schema
(RDFS) [15]. RDFS defines classes and properties that may be used to
describe classes, properties, and other resources. Furthermore, state-
ments about constraints on the use of properties and classes in RDF
data can be made. Some examples of constraints include that [15]:

e The value of a property should be a resource of a designated
class. This is known as a range constraint. For example, a range
constraint applying to the author property might express that
the value of an author property must be a resource of class
Person.

* A property may be used on resources of a certain class. This is
known as a domain constraint. For example, that the author prop-
erty could only originate from a resource that was an instance
of class Book.
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Listing 1: RDF document in turtle serialization.

prefix rdfs:<http://www.w3.0rg/2000/01/rdf-schema#>
prefix rdf:<http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>
prefix ex:<http://example.org/>

ex:Corporate_Body rdf:type rdfs:Class .
ex:University rdfs:subClassOf ex:Cortporate_Body .
ex:Person rdf:type rdfs:Class .

ex:Scientist rdfs:subClassOf ex:Person .

ex:knows rdf:type rdf:Property .
ex:knows rdfs:domain ex:Person.
ex:knows rdfs:range ex:Person.

ex:employedAt rdf:type rdf:Property .
ex:employedAt rdfs:domain ex:Person.
ex:employedAt rdfs:range ex:Corporate_Body.

ex:ETH-Zurich rdf:type ex:University .
ex:Albert_Einstein rdf:type ex:Scientist .
ex:Albert_Einstein ex:employedAt ex:ETH-Zurich .
ex:Niels_Bohr rdf:type ex:Scientist .
ex:Albert_Einstein ex:knows ex:Niels_Bohr .

Thus, RDFS allows to express general information about the data
structure. The formal semantics as used for properly interpreting
RDF and RDFS in computer programs is explained in [88, 66].

Fig. 5 shows an example of an RDF graph. It consist of the T-
box, describing terminological knowledge (RDFS) with classes (e.g.
ex:Scientist), properties (e.g. ex:knows) as well as their domains
and ranges, and the A-box, describing assertional knowledge (RDF)
with instances (e. g. ex:Albert_Einstein) and their relations to other
resources, classes and instances. From knowledge defined in this way,
it is possible to derive implicit knowledge by applying RDF entail-
ment patterns. For example, if ex:Albert_Einsteinisaex:Scientist
and ex:Scientist is subclass of ex:Person, it can be inferred that
ex:Albert_Einstein is also a ex:Person. The entailment patterns are
defined in the RDF Semantics specification [62]. A comprehensive
and exhaustive essay as well as examples on RDF inferencing is given
in [66].

To transform RDF graphs into a machine readable form, differ-
ent serialization methods exist. The most common syntaxes are N-
Triples [7], Turtle [8] (Terse RDF Triple Language), and RDF/XML [47].
An example of the Turtle syntax is given in listing 1. Every RDF triple
is terminated with a full stop. Furthermore, Turtle offers a mecha-
nism for abbreviating URIs through namespaces by the usage of the
reserved keyword "prefix’. Once, an abbreviation is defined, URIs can
be shortened by replacing the prefix with its abbreviation followed
by a colon. Further syntactic shortcuts opportunities exist, which are
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frequently encountered in practice, but not discussed here (cf. [66] for
more examples of the Turtle syntax).

In 2014, the new version RDF 1.1 was introduced by the responsi-
ble W3C working group [142]. Identifiers in RDF 1.1 are now inter-
nationalized resource identifiers (IRI) instead of URIs. IRIs are Unicode
strings that conform to the syntax defined in RFC 3987 [37]. New se-
rialization forms, such as JSON-LD [78] were introduced, and some
improvements in data type handling were made [141].

To access and query RDF graphs the Protocol And RDF Query Lan-
guage (SPARQL) was developed. SPARQL can be used to express
queries across diverse data sources, whether the data is stored na-
tively as RDF or viewed as RDF via middleware. SPARQL contains
capabilities for querying required and optional graph patterns along
with their conjunctions and disjunctions. SPARQL also supports ex-
tensible value testing and constraining queries. The results of SPARQL
queries can be sets of resources or new RDF graphs [106, 128].

RDFS allows to create custom defined vocabularies to organize
knowledge. Since IRIs enable to identify RDF resources globally, it
seems reasonable to combine vocabularies shared by different cre-
ators and across different domains. Sharing enables to reduce ex-
penditures in creation and improves compatibility between systems
when using the same vocabularies. Compared to traditional data mod-
els, RDF benefits from the ability of sharing and its formal specification.
When shared, a prerequisite is fulfilled to denote an RDF vocabulary
as an ontology. Gruber defines an ontology as follows [57]:

Definition 2.18 (Ontology):

An ontology is an explicit, formal specification of a shared concep-
tualization and defines the terms used to describe and represent an
area of knowledge.

In this definition, conceptualization denotes the existence of an ab-
stract model about a domain, identified concepts of this domain, and
relations between them. Explicit implies that the meaning of all con-
cepts must be defined. Shared means that there is consensus about
the conceptualization and formal stands for machine understandabil-
ity, which arises from machine readability and correct interpretation.

For sake of simplicity, when implementing applications supporting
RDEF(S) ontologies the semantic expressiveness of RDF(S) is rather
limited. The most significant limitations are that it is not possible
to negate statements, specify quantities, or to define disjointness be-
tween classes. Of course, one could define a class "NonSmokers’ and
a class ‘Smokers’, but with RDF(S) there is no way to enforce that
instances can only be type of one of these classes.

For modeling more complex knowledge, more expressive languages
based on formal logic are used. For example, the Web Ontology Lan-
guage (OWL) facilitates much greater expressiveness than supported
by RDEF(S) by providing additional vocabulary constructs along with
formal semantics. This also allows more advanced logical reasoning
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on the knowledge and better access to hidden information which is
implicitly modeled [66, 139].

To give some examples on ontologies, the following list presents
some popular vocabularies modeled with RDF(S) and OWL from var-
ious domains:

* Peoples and organizations:

— FOAF: The friend-of-a-friend ontology is a schema to de-
scribe persons and their social network [16].
— Relationship is a vocabulary for describing relationships be-
tween people [31].
— BIO is a vocabulary for biographical information [30].
* Places

— Geonames is a geographical database covering all countries.
It contains over eight million names of places [48].

¢ Social media:

- SIOC aims to enable the integration of online community
information and provides an ontology for representing rich
data from the Social Web in RDF [12].

— OpenGraph enables any web page to become a 'rich object’
in a social graph. For instance, this is used on Facebook to
allow any web page to have the same functionality as any
other object on Facebook [41].

¢ E-commerce:

— Good Relations is an ontology for describing products and
services offers on the web [64].

— CC REL is the creative commons rights expression language.

It enables to describe copyright licenses in RDF [26].

The Open Knowledge Foundation> endeavors to collect, organize, and
categorize open ontologies, vocabularies, and dataset on their on-
line platforms datahub.io® and LOV”. These platforms are good start-
ing points to investigate on existing ontologies and vocabularies for
reuse.

To finish this brief introduction on the basics of Semantic Web, a
general overview of the Semantic Web, its accompanying methods,
standards, and technologies is extensively worked out in the litera-
ture and references given in [66, 29, 56, 57, 3]. Ontology design and
engineering approaches, as well as ontology matching methods are
well discussed in [126, 52, 40]. The most helpful and informative web
resources to start with are the technical reports of the W3C?.

The next section will introduce one of the first stages of deployment
of Semantic Web technologies: Linked Data.

5 https://okfn.org/

6 http://datahub.io/

7 http://lov.okfn.org/

8 http://www.w3.0rg/standards/semanticweb/
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2.2.1 Linked Open Data

The Linking Open Data (LOD) project aims to identify datasets in the
web that are available under open licenses, re-publish these in RDF
and interlink them with each other [13]. Compared to other struc-
tured data accessible on the web by various APIs, Linked Data pro-
vides a single, standardized access mechanism instead of relying on
diverse interfaces and result formats, which makes it highly interop-
erable [63].

According to Heath and Bizer [63], the term Linked Data refers to
a set of principles to publish and interlink structured data on the web
which builds up on the following rules Berners-Lee has postulated in
2006 [10]:

e Use URIs as names for things.

¢ Use HTTP URIs so that people can look up those names.

* When someone looks up a URI, provide useful information, us-
ing the standards (e. g. RDF).

¢ Include links to other URIs, so that they can discover more
things.

In concordance with these rules, dereferencing URIs over HTTP
content negotiation is a common practice to serve information for hu-
mans in form of HTML pages as well as for machines in form of RDF
serializations [122].

A large network of publicly available datasets applying the Linked
Data rules has grown globally. Demter et al. have developed LOD-
Stats [35], which is a statement-stream-based approach for gathering
comprehensive statistics about RDF datasets from the web. It enables
to obtained a comprehensive picture of the current state of the web
of data”:

e Number of datasets: 9960

* Number of triples: 149.423.660.620 triples from 2973 datasets
(192.230.648 triples from 2838 dumps, 149.231.429.972 triples
from 151 datasets via SPARQL)

e Problems with 6971 datasets (70.1%): 6578 dumps having errors,
393 SPARQL endpoints with errors.

The interlinking of resources across various data sources leads to
a huge network of data consisting out of more than 149 billion RDF
triples from more than 2973 RDF datasets (as of November 2017).
Schmachtenberg et al. created a visualization of 1139 interlinked data-
sets, which is referred to as the LOD cloud [123, 2]. Fig. 6 shows the
evolution of the LOD cloud from its beginning in 2007 until the recent
elicitation in 2017 [46]. Each 'bubble’ represents one dataset which is
provided as RDF dump or SPARQL endpoint, both are the most com-
mon practices of publishing Linked Data.

9 http://stats.lod2.eu/


http://stats.lod2.eu/

2.2 SEMANTIC WEB TECHNOLOGIES 41

March 2007 (12 datasets) March 2009 (95 datasets)

Figure 6: The evolution of the LOD cloud.
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Neil Armstrong

USAF / NASA astronaut
Mationality American
Born August 5, 1930
Wapakoneta, Ohia, U.S.
Died August 25, 2012 (aged 82)

Cincinnati, Ohio, U.S.
Other names  Meil Alden Armstrong

Previous Maval aviator, test pilot

occupation

Alma mater Purdug University, B.S. 1955
University of Southern
California, M.S. 1970

Time in B days, 14 hours, 12 minutes,

SPRos and 30 seconds

Selection 1858 USAF Man In Space
Soonest

1860 USAF Dyna-Soar
1962 NASA Group 2

Total EVAs 1
Total EVA 2 hours 31 minutes

time
Missions Gemini 8, Apollo 11
Mission (&
insignia = fl
Awards i
£

:

Figure 7: Wikipedia infobox of Neil Armstrong.
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Listing 2: Example of RDF triples extracted form the Wikipedia infobox of
Neil Armstrong.

prefix dbr:<http://dbpedia.org/resource/>
prefix dbo:<http://dbpedia.org/ontology/>

dbr:Neil_Armstrong dbo:birthDate  "1930-08-05";
dbo:birthPlace dbr:0Ohio,
dbr:Wapakoneta, _0Ohio,
dbr:United_States;

dbo:birthYear "1930-01-01";
dbo:deathDate "2012-08-25";
dbo:deathPlace dbr:0hio,

dbr:Cincinnati;
dbr:Apollo_11,
dbr:Gemini_8.

dbo:mission

. etc ...

One of the key interlinking hubs of the LOD cloud is DBpedia*®, the
community driven 'semantic” counterpart of the online encyclopedia
Wikipedia''. The DBpedia framework generates RDF-triples mostly
from Wikipedia infoboxes and publishes them via SPARQL'?, RDF
dump files'3, and HTTP content negotiation [4, 13].

Fig. 7 shows an example Wikipedia infobox of the astronaut Neil
Armstrong. From this infobox the RDF triples in listing 2 were ex-
tracted by the DBpedia extraction framework.

The mappings between infobox templates and the DBpedia ontol-
ogy are created via a world-wide crowdsourcing effort and enable
knowledge from the different Wikipedia editions to be combined [80].

As of October 2016, the DBpedia Ontology comprises 760 classes
and 1,105 object properties. The English version of the DBpedia know-
ledge base describes 6.6 M entities. In total, 5.5 M resources are classi-
fied in a consistent ontology, consisting of 1.5 M persons, 840 K places,
496K works (including 139K music albums, 111K films and 21K
video games), 286 K organizations, 306 K species, 58 K plants and 6K
diseases. The total number of resources in English DBpedia is 18M
that, besides the 6.6 M resources, includes 1.7 M skos concepts (cate-
gories), 7.7 M redirect pages, 269 K disambiguation pages and 1.7 M
intermediate nodes'4.

Furthermore, authority control, linkage, and cross references from
Wikipedia to external catalogs is also reflected by DBpedia resources.
Several hundred datasets on the web publish RDF links pointing to
DBpedia themselves and make DBpedia a central interlinking hub in
the LOD cloud [80].

10 http://dbpedia.org/

11 http://wikipedia.org/

12 http://dbpedia.org/sparql

13 http://wiki.dbpedia.org/Downloads

14 http://wiki.dbpedia.org/datasets/dbpedia-version-2016-10
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2.2.2  Semantic Information Extraction

Linked Open Data has become one of the most popular topics among
the emerging Semantic Web. The formal structure of vocabularies
(e.g. RDF, OWL) and query languages such as SPARQL allow to ef-
ficiently retrieve information from arbitrary knowledge bases. Corre-
spondingly, Semantic Web resources and technologies can be applied
to augment the traditional search and retrieval scenarios.

Besides formalizing metadata about documents, e. g., about struc-
ture, creation process, usage, and versioning, it is more challenging
to formalize semantics of the content itself. This section introduces
several approaches bridging the semantic gap from natural language
documents to formal knowledge bases. Therefore, a typical strategy
is to identify ‘'meaningful elements’” within the content and classify
them into categories or map them to specific parts of vocabularies,
taxonomies, or ontologies.

The rationale is to benefit from the additional information (cate-
gories, taxonomies, etc.) in the retrieval process. For example the
index term lookup might be extended with related terms and syn-
onyms and the ranking method might be adjusted according to a
more detailed similarity calculation. Therefore, in Chapter 4 an ap-
proach will be presented.

Historically, the ‘meaningful element” was initially coined as named
entity for the Sixth Message Understanding Conference in 1996 (MUC-

6) [55].

Definition 2.19 (Named Entity):

A named entity is a real-world object, such as persons, locations, orga-
nizations, products, etc., that can be denoted with a proper name. It
might be abstract or have a physical existence.

In the expression 'named entity’, the word 'named” aims to restrict
to only those entities for which one or many rigid designators, as de-
fined by Kripke [77], stand for the referent [94]. For example, in the
sentence ‘Angela Merkel is Germany’s chancellor’, both, "Angela Merkel’
as well as ‘Germany” are named entities because they refer to specific
objects, whereas 'chancellor” is not a named entity, it refers to many
different objects in different worlds (e. g. time periods). Rigid designa-
tors include proper names as well as certain natural kind terms like
biological species and substances [94]. A term is said to be a non-rigid
designator if it does not extensionally designate the same object in all
possible worlds [77].

Locating and classifying references to named entities in natural lan-
guage text is one of the important sub-tasks of information extraction
(IE) and is called named entity recognition.

Definition 2.20 (Named Entity Recognition):

Named Entity Recognition (NER), Named Entity Localization, or Named
Entity Classification labels sequences of words in a text which are the
names of things, such as person, company, gene, or protein names.
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It is a subtask of information extraction and can be considered as a
classification of text fragments into predefined categories.

For example, with NER the text:
Amstrong landed on the moon
can be annotated with categories:
Amstrongperson landed on the moonLpocaTION-

Modern implementations, such as the Stanford NER">, implement
NER with linear chain conditional random field sequence models and
further advanced machine learning techniques [44]. A recent survey
on NER approaches is given in [94].

Results from NER are often difficult to use directly due to high
synonymy and ambiguity of names within documents. Normalizing
techniques help to handle ambiguities by identifying multiple occur-
rences of the same entity.

Definition 2.21 (Named Entity Normalization):

Named Entity Normalization (NEN) or Co-reference Resolution is the task
of determining whether two or more textual mentions name the same
individual.

The following text shows an example on NEN. Individuals have
the same index number [59]:

[Michael Eisner]; and [Donald Tsangl, announced the
grand opening of [[Hong Kongl3 Disneylandls yesterday.
[Eisner]; thanked [the President]; and welcomed [fans]s to
[the parkls.

Khalid et. al have shown that NEN can significantly improve IR
performance [75]. Beyond NEN, word sense disambiguation methods
also allow to determine the meaning of words. Since Odgens trian-
gle [96], a distinction can be made between the symbolic, mental, and
real-world representation of objects. Considering a word as symbolic
representation of real-world objects, the concept stands for its unam-
biguous mental representations which corresponds to its meaning.

Definition 2.22 (Named Entity Disambiguation):

Named Entity Disambiguation (NED) or Word Sense Disambiguation (WSD)
is the computational identification of meaning for words in a given
context. It can be viewed as a classification task: word senses are the
classes and an automated classification method is used to assign each
occurrence of a word to one or more classes based on the evidence
from the context and from external knowledge sources.

Originating from the following two sentences [95]:

I can hear bass sounds.

15 Stanford NER: http://nlp.stanford.edu/software/CRF-NER.shtml


http://nlp.stanford.edu/software/CRF-NER.shtml

46

16

FOUNDATIONS

They like grilled bass.

The term bass appears in two different meanings, low frequent
sound and a type of fish. Naivigli et al. specify in their survey on
WSD that word sense is a commonly accepted meaning of a word [95].
The classes to disambiguate to are denoted as the sense inventory,
which partitions the range of meaning of a word into its senses. Unfor-
tunately, there are still difficulties, because of the fact that language
is inherently subject to change and interpretation. In some cases, it
is arguable where one sense begins and another ends. Considering
these two sentences:

She chopped the vegetables with a chef’s knife.
A man was beaten and cut with a knife.

The word knife can be seen as an object with a blade and therefore
has the same meaning in both contexts. But, one could also interpret
it as a tool and as a weapon, which are two different meanings in the
contexts. The required granularity of sense distinctions might depend
on the application [95].

Since it is still difficult to define the perfect sense inventory for
a general domain, further approaches try to link senses to common
knowledge bases such as Wikipedia.

Definition 2.23 (Named Entity Linking):

Named Entity Linking (NEL) is the task of identifying mentions in a
text and linking them to the entity they name in a knowledge base,
for example Wikipedia or DBpedia.

An example is given in the following annotated text'®:

ATMStTONgabr:Neil_Armstrong landed on the
MOoOMgbr:Moon-

In the given example, the term "Armstrong’ is annotated with the
DBpedia resource of the Astronaut ‘Neil Armstrong’ which is in the
context of ‘'moon landing’ the apparent meaning. The annotation with
DBpedia URIs enables to pronounce the meaning of words unambigu-
ously.

In the current research community and literature on named entity
linking, the distinction of rigid and non-rigid designators is not al-
ways made clearly. Thus, named entity linking might also refer to
entities representing non-rigid designators (e. g. ‘chancellor’). Also in
the context of this thesis, it should be assumed that the term ‘named
entity” also includes the non-rigid designators, if not explicitly said
otherwise.

A wide range of different approaches for NEL exists and most of
them integrate NER, NEN, WSD with statistical, graph-based, and
machine learning techniques. The first well-known approach for NEL

The prefix dbr: stands for the DBpedia resource URL http://dbpedia.org/
resource/.
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was made with Wikify!. Given an input document, the system identi-
fies the important concepts in the text and automatically links these
concepts to the corresponding Wikipedia pages. Evaluations of the
system showed that the automated annotations are reliable and hardly
distinguishable from manual annotations [91]. More recent methods
such as [42, 67, 90, 93, 102, 110, 134, 127] are benchmarked with the
General Entity Annotation Benchmark Framework (GERBIL)'7, which en-
ables to compare different annotators using multiple datasets and uni-
form measuring approaches [135]. In Chapter 3 a hybrid approach of
a NEL system and a detailed introduction as well as improvements
of the benchmarking system GERBIL is given.

The introduced basic IE techniques have in common that they at-
tach a ‘description” to a fraction of the content. These descriptions
might be represented as annotations. With annotations a richer repre-
sentation of queries and document text, namely entities and relations
can be obtained [131]. In the IE context an annotation is defined as
follows:

Definition 2.24 (Annotation):

An annotation A is a tuple (as, ap, ao, ac), where ag is the subject of
the annotation (the annotated data), a, is the object of the annotation
(the annotating data) a,, is the predicate (the annotation relation) that
defines the type of relationship between as and a,, and a. is the
context in which the annotation is made [98].

Annotation subject, object, and predicate can be formal or infor-
mal. A formal annotation uses formally defined pointers (e.g. URISs).
The way of implementing and serializing text annotations varies from
system to system. Common XML-based practices are implemented
by the Apache UIMA Framework'® for unstructured information man-
agement. Another well known (semi-)automated annotation frame-
work is General Architecture for Text Engineering (GATE)"[28]. A for-
mal model that is capable of capturing the different notions of se-
mantic annotation is given in [98].

In Chapter 3 definition 2.24 will be extended and different text
annotation methods based on RDF vocabularies will be presented in
detail. Chapter 4 builds on these section’s definitions to introduce
new methods for the retrieval of annotated documents with semantic
search approaches.

2.2.3 Semantic Search

According to Guha et al. "Semantic Search is the application of the
Semantic Web to search" [58]. The first comprehensive surveys on dif-
ferent approaches to semantic search were given by Mangold [86] and
Hildebrant et al. [65]. Mangold classified semantic search approaches
by focus, architecture, coupling, transparency, user context, query

17 GERBIL: http://gerbil.aksw.org/gerbil/
18 Apache UIMA Framework:https://uima.apache.org/
19 GATE Framework: https://gate.ac.uk/
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modification, ontology structure, and ontology technology. Hildebrant
et al. differentiate tree phases of the search process: query construc-
tion, execution of the core search algorithm, and presentation of the
search results. They "use the term semantic search when semantics
are used during any of the phases in the search process". A more re-
cent survey is given by Tran and Mika [131]. They state that existing
semantic search approaches greatly vary in their:

data and documents,

* semantic resources,

¢ information needs, and

¢ supported query paradigm.

The different sub-problems in search which are currently most ad-
dressed by research in conjunction with semantic technologies are the
interpretation of query inputs and data, matching the query intent
against data, and ranking the search results.

Tran and Mika made the following definition of semantic search:

Definition 2.25 (Semantic Search):

Semantic search is a search paradigm that makes use of explicit se-
mantics to solve core search tasks, i.e. to use semantics for interpret-
ing queries and data, matching queries against data, and ranking re-
sults [131].

With ‘explicit semantic” they differentiate semantic search from ap-
proaches exploiting hidden or implicit semantics, e. g. of words based
on their usage, such as Latent Semantic Indexing [68] or Latent Dirich-
let Allocation [138].

Essentially, based on [131] and [6], three dimensions for semantic
search approaches are relevant to this work:

1. Type of document corpus:

e Text: a collection of documents containing natural language
text, not necessarily in correct grammar and punctuation,

* Knowledge base: e.g. a collection of database records, RDF
triples, or other kinds of structured data,

e the Web of data: referring to all the publicly available linked
datasets.

* Hybrid corpora: These types of documents include combina-
tions of the other types, e. g. annotated documents.

2. Type of query:

* Keywords: Typically a short phrase of words.

* Entities: One or more entities from arbitrary knowledge
bases.

* Natural language text: A formulated natural language ques-
tion (question answering).

* Structured: e.g. a SPARQL query.

* Hybrid queries: Includes combinations of the other query

types.
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3. Type of search result:

e Text(-fragments): Documents or fractions (snippets) of doc-
uments. Typically containing a highlighting of the search
hit.

* Entities: A particular entity from a knowledge base.

* Facts: The correct answer, in human-friendly form, or as
structured data (e. g. triples, or SPARQL query).

Furthermore, a distinction is made between the following different
types of semantic search applications:

1. Entity search: These approaches enable to search for a particu-
lar entity representing real-world objects. This includes to search
within documents, knowledge bases (e.g. DBpedia, Wikidata),
or over pure semantic data (e.g. RDF crawled from the web).
Usually, the query is formulated as keywords or natural lan-
guage (question answering).

Approaches such as [74] use Wikipedia as intermediary for en-
tity search over the web. Another approach on crawled RDF
data is made by Sindice [97], a lookup index over Semantic
Web resources. It allows applications to automatically locate
documents and resources containing information about a given
query [97]. The DBpedia spotlight [go] system enables to quickly
lookup entities in DBpedia based on keyword queries. In Chap-
ter 3 an approach for entity lookup as well as a comprehensive
study on appropriate user interfaces is presented.

Since 2007, the Initiative for the Evaluation of XML retrieval
(INEX)*° endeavors to provide document collections and data-
sets for evaluation of entity ranking tasks.

2. Annotation-based document search: Annotation-based retrieval
incorporates a richer representation of documents and queries.
Richer means that entities and relations are represented as an-
notation within the documents and queries.

* Concept-based document retrieval: The idea in concept
search is to use word sense disambiguation to substitute
ambiguous words with their intended unambiguous con-
cepts and apply the traditional IR methods [49]. Despite
the success of [49] and small advances of [132] Tran and
Mika state in [131] that there is no clear evidence that
concept-based search outperforms traditional IR.

¢ Concept and keywords combined document retrieval: The
combined document retrieval allows to query for keywords
and entities simultaneously.

An early example is the retrieval with XML-Fragments as
proposed by [21]. Other approaches such as [20] go fur-
ther and annotate documents with ontology instances with
NEL and use structured queries (e. g. SPARQL) to identify
documents containing instances a query result set returns.

20 INEX: http://www.inex.otago.ac.nz/
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In Chapter 4 a new retrieval model based on a general-
ized vector space model is introduced, allowing to query
an annotated document corpus with entities and keywords
simultaneously.
* Question answering

Natural language question answering allow users to ex-
press arbitrarily complex information needs in an intuitive
fashion [108]. Question answering systems such as IBM'’s
Watson also allow natural language queries to be matched
against heterogeneous (semi-)annotated corpora [43]. The
question answering over Linked Data benchmarking series
(QALD) [82] featured a hybrid search task in 2015.

3. Relational search: Besides entities, the results of relational search
approaches are facts in form of subgraphs of the underlying
knowledge base including entities and relations between them.
Ranking approaches used in relational search often are based
on graph traversal algorithms (e. g. spreading activation [105]),
proximity measurement (e.g. shortest paths, component con-
nectedness), or flow-related (e. g. PageRank [17]).

A clear distinction of approaches in these types cannot be fully
made. All these approaches may overlap in some aspects and the dis-
tinction between document-based and entity-based approaches does
not seem reasonable, because the documents itself could be inter-
preted as entities too.

According to Guha there are two main challenges for semantic
search [58]: the query input has to be mapped to concepts and en-
tities [69, 89] and the search domain has to be augmented with se-
mantic content [38]. Since the second challenge can be solved with
NEL, the first challenge still bear the problem of solving disambigua-
tion of homonyms, because queries rarely provide enough context for
reliable NEL. Nevertheless, query disambiguation can be achieved
through appropriate user interface design for example with semantic
auto-completion [124] as also introduced in the next chapter.

To make a clear but flexible enough definition which complements
definition 2.1 (retrieval model), the Semantic Retrieval Model can be
defined as:

Definition 2.26 (Semantic Retrieval Model):

In a Semantic Retrieval Model the framework F (for modeling docu-
ment and query representations as well as their relationships) and
the ranking function R(qy, d;) integrate formal and explicit semantics.

As diverse the traditional retrieval models are, as diverse are the
semantic retrieval models too. There is no ‘every purpose” approach,
which covers all aspects and application scenarios. Fig. 8 shows what
most semantic retrieval systems have in common. To become a seman-
tic IR system, the principle extension of traditional IR systems is the
use of one or more formal semantic knowledge bases. These knowledge
bases might be connected with almost any component of the system.
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Figure 8: High level principle of semantic search systems as extension of
traditional IR systems as shown in Fig. 1.

Document collection as well as user queries might contain natural lan-
guage text, keywords, entities, formal structured data which is usu-
ally aligned with the knowledge base, or combinations of all these
types. Some semantic-based text-retrieval systems preprocess natural
language documents and queries and annotate them with knowledge
base entities by deploying automated semantic text analysis such as
NEL.

On the other end, the result set might consist of relevant docu-
ments, facts representing a subgraph of the structured input and/or
the knowledge base, or particular entities.

Besides the challenges of document preprocessing, query parsing,
and index creation, the actual retrieval and ranking function is the linch-
pin of the entire system. This function assigns scores to documents re-
lated to a given query. In a semantic retrieval system, the ranking also
involves the underlying knowledge base. Different types of input doc-
uments and queries require different ranking methods to obtain the
degree of semantic similarity between documents and queries, which
semantic measures are used for.

2.2.4 Semantic Measures

Definition 2.27 (Semantic Measure):

Semantic Measures are mathematical tools used to estimate quanti-
tatively or qualitatively the strength of the semantic relationship be-
tween units of language, concepts or instances, through a numerical
or symbolic description obtained according to the comparison of in-
formation formally or implicitly supporting their meaning or describ-
ing their nature [60].

Gooma et al. introduce semantic similarity as a semantic measure
through corpus-based and knowledge-based algorithms [51]. A corpus-
based similarity determines the similarity between words according
to information gained from large corpora. Typical representatives are
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co-occurence based approaches such as the hyperspace analogue to
language (HAL) [84, 85], latent semantic analysis (LSA) [34], or point-
wise mutual information (PMI) [133].

Knowledge-based similarity determines the degree of similarity be-
tween words using information derived from semantic networks. For
example WordNet**, a large lexical database groups nouns, verbs, ad-
jectives, and adverbs into set of synonyms (synsets), each expressing
a distinct concept [92]. Within knowledge-based similarity measures
a distinction between measures of semantic similarity and semantic re-
latedness is made. Semantically similar concepts are deemed to be
related on the basis of their likeness. Semantic relatedness is a more
general notion, not specifically tied to the shape or form of the con-
cept [51].

Definition 2.28 (Semantic relatedness):

Semantic relatedness is the strength of the semantic interactions be-
tween two elements without restriction regarding the types of seman-
tic links considered [60].

Definition 2.29 (Semantic similarity):

Semantic similarity specializes the notion of semantic relatedness, by
only considering taxonomical relationships in the evaluation of the
semantic strength between two elements [60].

Common semantic similarity measurements are based on the infor-
mation content. Assuming a taxonomy knowledge base, let there be a
function p : C — [0, 1], such that for any concept ¢ € C of the taxon-
omy, p(c) is the probability of encountering an instance of concept c,
then:

Definition 2.30 (Information Content):
The information content of a concept c can be quantified as negative of
the log likelihood, —logp(c) [115].

The information shared by two concepts can be indicated by the
information content of the concepts that subsume them in the taxon-
omy. The more information two concepts share in common, the more
similar are they.

Definition 2.31 (Information Content Similarity):
A similarity measure based on the information content of the least
common subsumer can be defined as:

sim(c1,c2) = max [~logp(c)] (23)
ceS(cy,c2)

with S(cy, c2) is the set of concepts that subsume both ¢ and ¢, [109].

This value will be greater than or equal to zero. The upper bound
greatly varies depending on the size of the corpus [51]. More ap-
proaches incorporating the information content are given by [81, 71].
Further approaches are based on the length of the path that connects

21 WordNet: http://wordnet.princeton.edu/
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Annotated
Document

Figure 9: Annotated query and document associated with entities from a
knowledge base. Highlighted entities are annotated in the query
or document.

two concepts in the knowledge base, e. g. Leacock et al. [79] determine
a score based on the shortest path and the maximum depth of the tax-
onomy. Palmer et al. [143] determine a score based on the depth of
concepts and that of their least common subsumer [51]. Further, tra-
ditional semantic relatedness measurements are based on frequencies
of co-occurences [100].

Although, the introduced similarity measurements do incorporate
knowledge bases such as WordNet they still not exploit Linked Data
and formal semantics. Many similarity measurement approaches in
literature dealing with that are found in the field of ontology align-
ment, which is the task to identify correspondence between concepts
of different ontologies. A well-known system in that matter is the Silk
framework>*, a tool for discovering relationships between data items
within different Linked Data sources. Silk combines character-, token-,
and taxonomy-based distance measures to observe instance and con-
cept similarities [14].

Nies et al. propose three strategies to measure similarity or dissim-
ilarity between individual named entities [32]:

* ontology-based: the distance is calculated based on the num-
ber of edges in the shortest path between two entities in their
underlying hierarchical ontology [107],

¢ link-based: the distance is calculated based on the number of di-
rect and indirect connections between two entities in their graph
structured data store [99],

¢ shared-links-based: the distance is calculated based on the num-
ber of shared connections [50].

Pavel et al. provide a state-of-the-art survey on ontology alignment
approaches [101]. These approaches mainly focus on using similarity

22 Silk framework: http://silkframework.org/
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measurements to find “identity” between instances and concepts. In
semantic search finding the identity is not a necessary condition. The
attention is mostly not on individual entities, but more on sets of enti-
ties, e. g. extracted form document annotations, and their relatedness.
The principle is shown in Fig. 9. Queries as well as documents are
connected to multiple semantic entities of the knowledge base. The
similarity should be measured between the set of entities connected
to the query, and the set of entities connected to the document.

Goossen et al. have proposed to adapt the vector space model with
a concept frequency weighting based on TF/IDF in combination with
cosine similarity [54]. They consider a document as a weighted vector
of key concepts instead of terms. An adaption of the Jaccard met-
ric for named entities is given by [33] and [61]. The imperfection of
these approaches is apparently that they only take into account these
entities, which occur in the query as well as in the documents, for
example the right most entity in Fig. 9.

Harispe et al. distinguish set-wise kinds of approaches into direct
and indirect approaches [60]:

* Direct approach, the measures which can be used to directly com-
pare the sets of classes according to information characterizing
the sets with regard to the information defined in the graph.

e Indirect approach corresponds to the measures which assess the
similarity of two sets of classes using a pairwise measure, i.e. a
measure designed for the comparison of pairs of classes. They
are generally simple aggregations of the scores of similarities as-
sociated to the pairs of classes defined in the Cartesian product
of the two compared sets.

Furthermore, considering the properties of a Linked Data know-
ledge base, two main groups of measures can be distinguished [60]:

» Semantic measures on cyclic semantic graphs: Measures adapted
to semantic graphs composed of one or more predicates poten-
tially inducing cycles.

* Semantic measures on acyclic graphs: Measures adapted to acyclic
semantic graphs composed of a unique predicate inducing tran-
sitivity.

All measures used on the whole semantic graph can also be used
for any acyclic reduction [60].

Based on acyclic graph measures, in Chapter 4 two novel approaches
of Semantic Search based on the generalized vector space model are
introduced. The proposed approach belongs to the annotation-based
document retrieval methods returning documents as search results.

Further applications of semantic measures are presented in Chap-
ter 5 with Linked Data fact ranking approaches as well as Chapter 6
with exploratory search and Linked Data based recommender sys-
tems.



2.3 SUMMARY

2.3 SUMMARY

This chapter gave a brief overview over the preliminaries for the re-
mainder of this thesis. The main technologies and paradigms for IR
and Semantic Web technologies were introduced. Even though this is
a rather rough overview, the individual aspects are addressed again
in the subsequent chapters with the aim at expanding as well refining
them.

For the interested reader the following standard works provide a
broader overview: Information Retrieval [87, 5, 137, 27, 19], Seman-
tic Web foundations [66], Linked Data [63], semantic similarity [60],
semantic search [6], and the W3C technical reports™.

The next chapter introduces the first contributions and elaborates
on semantic text annotations, its manual and algorithmic creation as
well as benchmarking methods.
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Semantic text annotations as well as their primary creation process
Named Entity Linking (NEL) are major fundamentals of semantic sup-
ported retrieval, recommender, and exploratory systems. The perfor-
mance of such systems stands and falls with quality and quantity
of semantic text annotations they are building on. In this thesis, se-
mantically annotated text is referred to as a text representation which
also includes additional content describing information, the semantic
text annotations. These are provided to increase the text interpretabil-
ity with regard to ambiguity. Therefore, fragments of the text are
annotated with their unambiguous intentional meanings by adding
unique identifiers standing for an explicit cognitively representable
concept. Thus, the aim of semantic text annotations is to eliminate
the ambiguity of the annotated natural language text. They build the
bridge between textual mentions and the concepts behind them.

The approaches of document retrieval, fact ranking, as well as ex-
ploratory systems introduced in subsequent chapters of this thesis are
based on semantic text annotations. Hence, special attention should
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be paid on this basic requirement. Therefore, this chapter will intro-
duce how to represent and encode semantic annotations, create them
manually as well as automatically through Named Entity Linking,
and to assess their quality.

There exist different serialization forms to express semantic text an-
notations in a machine interpretable and unambiguous way. These se-
rialization forms will be introduced and compared according to their
fields of application and their appropriateness for further processing.

Authoring semantic text annotations concerns quality and usabil-
ity challenges. Editing should be accomplishable with minimal effort
maintaining a maximum quality. Manual annotation requires the user
to have an in-depth understanding of the meaning of the text, the an-
notation framework conditions, but also of the knowledge bases in
use. Based on the assumption that the user is familiar with the text,
the user is required to draw two important decisions: First, what are
the best annotation boundaries, and second, which entity to use as an-
notation object? For an inexperienced user these decisions are particu-
larly difficult to make. For example, consider the text “New York’s air-
port JEK”. It is even difficult to identify the potential entities to anno-
tate in this text. The obvious entities are, e. g. New York city, Airport,
and John F. Kennedy. But the actual entity mentioned might be the
particular ‘instance” of an airport in the US state New York, named
after the former US president John F. Kennedy identified by the DB-
pedia resource dbp:John_F._Kennedy_International_Airport. How-
ever, users should be aware of these differences and inexperienced
users need to understand the implications of their work. Therefore,
different methods and best practices are introduced ion this chapter
to assist the users in semantically enriching text. This includes tools
for quick entity lookup in a knowledge base, appropriate user inter-
faces for annotation authoring as well as interaction and experience
design concepts.

Manual authoring of semantic text annotations is a time and re-
source consuming task. Entity linking tools enable to automate this
process at large scale. Therefore, automated approaches for named
entity linking and their theoretical principles will be introduced in
this chapter. A general introduction on procedures and terminology
will be given and formal definitions as well as a classification of exist-
ing approaches will be presented. An exemplary approach (denoted
as KEA) will be described in detail to demonstrate a particular im-
plementation of a hybrid method. To proof the effectivity of the pro-
posed approach an evaluation using the entity linking benchmarking
framework GERBIL will be presented.

The majority of automated NEL system is based on the linking of
all types of entities. But, some applications are focused to identify and
link specific types of entities such as persons, organizations, or loca-
tions only. For example, social media and web monitoring systems
benefit from NEL, by the identification of persons or companies in
social media content as subject of observation or tracking. With GER-
BIL, an NEL tool optimized for the detection of person names only is
rather difficult to compare to other NEL tools with a more general fo-
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cus. Therefore, in this chapter, an extension of the GERBIL framework
enabling a more fine grained evaluation and in-depth analysis of the
state-of-the-art benchmark datasets according to different emphases
will be introduced.

The contributions of this chapter are:

¢ A definition of semantic text annotation.

¢ A comparison and discussion of different serialization forms of
semantic text annotations.

e A method and user-interface for manual semantic text annota-
tion authoring.

¢ A concept search approach for quick entity lookup in the DBpe-
dia knowledge base.

* A hybrid-approach of different methods of Named Entity Link-
ing as well as its evaluation.

* An in detail analysis of NEL benchmarking dataset qualities
and systems performance.

¢ An extension of the evaluation framework GERBIL for a more
focused evaluation of NEL tools.

This chapter is structured in five sections. The first section gives
a formal definition of semantic text annotations and discusses differ-
ent encoding formats. The second section presents methods for the
manual creation of semantic text annotations, this includes a method
for entity lookup as well a user interface for editing semantic text an-
notations online. The third section introduces automated approaches
and presents the hybrid entity linking approach KEA, which is also
evaluated with the GERBIL framework. Building on the evaluation
experiences the fourth section presents an in in depth analysis of the
benchmarking datasets and tools and introduces method for a more
detailed and focused evaluation of entity linking tools. Finally, the
last section summarizes and concludes the proposed approaches as
well as elaborates on future work.

3.1 INTRODUCTION

Semantic text annotations are the means to disambiguate fragments
of textual content with the aim to improve machine-interpretability.
This section gives a definition and introduces different application
scenarios. Furthermore, serialization formats are presented and com-
pared according to different levels of expressive power as well as
usability.

3.1.1 Definition
Formal text annotations are defined in Def. 2.24 as annotations us-

ing formally defined pointers (e.g. URIs). On this basis and for the
purpose of this thesis a semantic text annotation is defined as follows:
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Definition 3.1 (Semantic Text Annotation):

A semantic text annotation is an annotation where the annotation sub-
ject as is a fragment of a natural language text (the surface form), and
a, is an IRI from a semantic formal knowledge base. Usually, the an-
notation predicate a, is not specified. The annotation context a. is
assumed to be the entire source text.

For a given context a.="Armstrong landed on the moon”, an exam-
ple annotation might be defined as A ={as, ao, a.}, containing the an-
notation subject as=(0, 9) referring to the text fragment “Armstrong”
and the annotation object with its knowledge base IRI a,=http://
dbpedia.org/resource/Neil_Armstrong .

Compared to general linguistic annotations’ as well as the GATE
and UIMA formats referred to in Sect. 2.2.2, the given definition is
rather tailored for the purpose of Named Entity Linking (cf. Def. 2.23)
but still very general; it will be elaborated more precisely in Sect. 3.3.

There are three main scenarios where semantic text annotations are
commonly used:

1. Document retrieval scenario
2. Recommender systems scenario
3. Exploratory systems scenario

In the document retrieval scenario, the first stage of a semantic re-
trieval system includes the pre-processing of the document corpus as
well as the user queries (cf. Fig. 10). According to Def. 2.25 a semantic
search system incorporates a formal knowledge base. Semantic text
annotations are one mean to achieve this goal. By adding semantic an-
notations to the documents the retrieval system can benefit from that.
For example, additionally to the traditional index terms generated
by document pre-processing, the semantic annotation of documents
could be also included in the search index. Since the annotations rep-
resent ‘unique meanings’, the precision of the system is expected to
increase. Furthermore, the recall decreasing synonym problem might
be reduced, if the text annotations for two or more synonym words re-
fer to the same annotation object. These two aspects are substantiated
in the next chapter.

Including annotations in the search index, of course, requires not
only a semantical pre-processing of documents, but also the search
query must pass through the annotation process. For example, if a
document text "... first man on the moon ..." is annotated and indexed
with "dbp:Neil_Armstrong’ the user keyword query ‘armstrong’ must
also be mapped to the entity 'dbp:Neil_Armstrong’ to produce an in-
dex hit. On query level, automated methods for disambiguation are
difficult to perform, because most search queries are rather short and
do not provide enough context to reliably decide for an intended
meaning [38]. If no user profile or query log is present to obtain
context from, disambiguation on query level can only be performed

1 Linguistic Annotation Wiki: http://annotation.exmaralda.org/
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Figure 10: The creation of semantic text annotations is performed on the
input level of a semantic retrieval system.

manually [46]. The next section will introduce how this can be per-
formed by proposing Linked Data supported user interfaces for auto-
completion and auto-suggestion. These interfaces are not only used
to support disambiguation on query level, but to create semantic text
annotations manually in general. Therefore, two system have been
developed. An auto-suggestion system to disambiguate single terms
and phrases manually, and a web-based text editor to annotate entire
texts with Linked Data resources.

In the recommender system scenario, semantic text annotations are
used to calculate the (semantic) similarity or relatedness between
resources of interest. Therefore, the relations between annotations
within the underlying knowledge base are used to determine or re-
fine a similarity or relatedness score. In this scenario, the relations
used are hidden from the end-user. If not, the system tends to be an
exploratory system.

In an exploratory system scenario, the relations between annotations
are incorporated in the interface to enable the user to navigate and
explore the document collection. Therefore, graphical interfaces make
use of visualization techniques to depict semantic relations from the
underlying knowledge base and to support the users to navigate
through the collection by following them.

In general, the transitions between retrieval-, recommender-, and
exploratory systems are rather smooth. Most real world systems pos-
sess characteristics from all three kinds. It will be investigated in more
detail in chapter 6 of this thesis.

Before introducing the auto-suggestion approach for manual dis-
ambiguation as well as the semantic text annotation editing interface,
different serialization formats are presented.

3.1.2  Serialization Formats

Semantic text annotations usually refer to fragments of text. The most
simple annotation format is a text markup with two special characters
to identify the begin and end of a text fragment and the annotation
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IRI. For example: “<” to mark the beginning and “>" to mark the
end of a text fragment as well as the begin of an IRI referring to the
preceding text region. An example for the text “Armstrong landed on
Earth’s satellite” annotated with DBpedia entities is given in listing 3.

Listing 3: Simple markup annotation example.

<Armstrong>http://dbpedia.org/resource/Neil_Armstrong landed
on <earth’s satellite>http://dbpedia.org/resource/Moon

Assuming the Turtle syntax IRI definition®, where IRIs do not con-
tain whitespace, the IRI can be parsed from the markup easily. The
main advantage of this format is its simplicity. It is human readable,
easy to create and edit as well as simple to parse by machines e.g.
for fast indexing. The disadvantage is that it is not standardized
and therefore application specific. Furthermore, the control charac-
ters “<>" have to be escaped or replaced beforehand to not interfere
with other uses.

A more sophisticated method to annotate the example text is the
HTML markup with embedded RDFa [22] annotations. For example:

Listing 4: RDFa annotation example.

<span typeof="http://dbpedia.org/ontology/Person"
resource="http://dbpedia.org/resource/Neil_Armstrong"
property="http://www.w3.0rg/2004/02/skos/core#subject">

Armstrong

</span>

landed on

<span typeof="http://dbpedia.org/ontology/CelestialBody"
resource="http://dbpedia.org/resource/Moon"
property="http://www.w3.0rg/2004/02/skos/core#subject">

earth’s satellite

</span>

Since HTML and RDFa are standardized, this annotation method
is more interoperable and extendable, e.g. class membership (via
typeof attribute) and annotation relations (via property attribute)
can be specified. A further advantage is that annotated text can eas-
ily be presented to the user when embedded in HTML websites. In
combination with CSS/Javascript the annotated text can be displayed
in arbitrary styles and forms as well as with various interactions,
cf. refer.cx® [70] or RDFaCE* [29]. These advantages make this an-
notation method a good candidate when designing semantically en-
hanced user interfaces. Despite its standardization, this method bears
high degrees of freedom, and therefore is not perfectly suited for e. g.
sophisticated NLP processing.

RDF/OWL-based annotation formats enable to more precisely model
relations and connections between arbitrary resources. The Open An-
notation Collaboration® is an initiative to workout specifications and

2 Turtle IRI definition: http://www.w3.0rg/TR/turtle/#grammar-production- IRIREF
3 http://refer.cx/

4 http://aksw.org/Projects/RDFaCE

5 http://www.openannotation.org/
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Listing 5: Open annotation model example.

@prefix rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#> .
@prefix rdfs: <http://www.w3.0rg/2000/01/rdf-schema#> .
@prefix foaf: <http://xmlns.com/foaf/0.1/> .

@prefix xsd: <http://www.w3.0rg/2001/XMLSchema#> .

@prefix dbp: <http://dbpedia.org/resource/> .

@prefix ex: <http://example.org/> .

ex:textl rdf:label "Armstrong landed on earth’s satellite"
ex:annol a oa:Annotation ;
oa:hasTarget ex:targetl ;
oa:hasBody ex:bodyl .
ex:targetl a oa:SpecificResource ;
oa:hasSource ex:textl ;
oa:hasSelector ex:selectorl .
ex:selectorl a oa:TextPositionSelector ;
oa:start "0"~"xsd:nonNegativeInteger
oa:end "9"~"xsd:nonNegativeInteger
ex:bodyl a oa:SemanticTag ;
foaf:page dbp:Neil_Armstrong .
ex:anno2 a oa:Annotation ;
oa:hasTarget ex:target2 ;
oa:hasBody ex:body2 .
ex:target2 a oa:SpecificResource ;
oa:hasSource ex:textl ;
oa:hasSelector oa:selector2 .
ex:selector2 a oa:TextPositionSelector ;
oa:start "20"~"xsd:nonNegativeInteger
oa:end "30"~"xsd:nonNegativeInteger
ex:body2 a oa:SemanticTag ;
foaf:page dbp:Moon .

ontologies for a general data model on annotations. They aim to pro-
vide a standard description mechanism for sharing annotations be-
tween systems. This interoperability enables sharing with others, but
also the migration of e.g. private annotations between devices. List-
ing 5 shows the minimal example of the Open Annotation Data Model®
applied to the current example.

The listing starts with the definition of the original text modeled as
RDF label of some arbitrary resource ex:textl. The first annotation
ex:annol refers to a target and a body, whereas target stand for the an-
notation subject (the text), and the body stands for the annotation ob-
ject (the DBpedia IRI). When referring to text fragments, the open an-
notation model provides a mediator construct oa:SpecificResource

as replacement of the target in combination with the oa: TextPosition-

Selector to specify begin and end position of the text fragment the
annotation refers to. Therefore, the oa:SpecificResource acts as con-
nector between the origin target and the fragment selector. The body
itself is of type oa:SemanticTag and points to the actual annotation
object, the DBpedia entity’s URI, via foaf:page. Fig. 11 shows the
RDF graph representation for the annotations.

6 http://www.openannotation.org/spec/core/
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dbp:Moon dbp:Neil_Armstrong
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> oxsemanictag J——*———] extonr ]
ex:bodyl »| oa:SemanticTa ex:body2
[exman | :
A A
oa:hasBody oa:hasBody
1

a a
ex:annol »| oa:Annotation ex:anno2

oa:start oa:end

a a oa:hasTarget
ex:selectorl |—>| oa:TextPositionSelector |(—| ex:selector2

oa:hasSelector

oa:hasTarget

ex:targetl » oa:SpecificResource ex:target2

oa:hasSource
oa:hasSource

ex:textl

rdf:label
Y

"Armstrong landed on earth's satellite"

Figure 11: Example of semantic text annotation with the open annotation
model.

Compared to the previously proposed annotation formats, this me-
thod is well structured and interoperable but clearly suffers the most
overhead. Especially, if the origin text itself is an annotation object
too, e.g. for video or image fragments, or if higher granular linguis-
tic information should be stored, e.g. word stems or POS tags. To
overcome these disadvantages, Hellmann et al. [21] have comprehen-
sively determined the requirements for NLP integration and intro-
duced the NLP Interchange Format (NIF) as complement for existing
formats. NIF is a RDF/OWL-based format that aims to achieve inter-
operability between NLP tools, language resources and annotations
on different levels. NIF incorporates existing domain ontologies via
vocabulary modules to provide best practices for NLP annotations.
There are different granularity profiles, whereas the most expressive
one also integrates the Open Annotation model. The NIF simple gran-
ularity profile allows to express the best estimate of a NLP tool in a
flat data model [21], as the example in listing 6 as well as Fig. 12 also
shows.

Listing 6: NIF2 annotation example.

@prefix nif: <http://persistence.uni-leipzig.org/nlp2rdf/ontologies/nif-
core#> .

@prefix itsrdf: <http://www.w3.0rg/2005/11/its/rdf#> .

@prefix xsd: <http://www.w3.0rg/2001/XMLSchema#> .

@prefix rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#> .

@prefix dbp: <http://dbpedia.org/resource/> .

<http://example.org/textl#char=0,38>
a nif:String , nif:Context ;
nif:isString "Armstrong landed on earth’s satellite"
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[ "Armstrong landed on earth's satellite" }

nif:Context 4
a nif:isString

’ http://example.org/textl#char=0,38 ‘

a
n nif:endindex nif:beginindex
nif:beginindex nif xt v nif:referenceContext Fendindex

:referenceConte
a a
’ http://example.org/textl#char=0,9 }—){ nif:String }(—{ http://example.org/textl#char=20,38‘
nif:anchorcy \i"(srdf:taldentkef itsrdf:taldentRi/ \zif:anchorof

’ dbp:Moon [ "earth's satellite" }

[ "Armstrong" } ’ dbp:Neil_Armstrong

Figure 12: Example of semantic text annotation with NIF2.

<http://example.org/textl#char=0,9>

a nif:String ;

nif:anchorOf "Armstrong"~"xsd:string ;
nif:beginIndex "0"~"xsd:nonNegativelnteger ;
nif:endIndex "9"~xsd:nonNegativelnteger ;
nif:referenceContext <http://example.org/textl#char=0,38> ;
itsrdf:taldentRef dbp:Neil_Armstrong .

<http://example.org/textl#char=20,38>

a nif:String ;

nif:anchorOf "earth’s satellite"”"xsd:string ;
nif:beginIndex "20"~"xsd:nonNegativelnteger ;
nif:endIndex "38"~"xsd:nonNegativelnteger ;
nif:referenceContext <http://example.org/textl#char=0,38> ;
itsrdf:taldentRef dbp:Moon .

The annotation subject is introduced as nif:Context and the data-
type property as nif:isString. All annotations identified through
nif:String refer to this context. Each annotation also carries the text
position information which is additionally encoded as fragment iden-
tifier within the resource IRIs. The text fragment surface form is ref-
erenced via nif:anchorOf. The annotation’s itsrdf:taldentRef at-
tribute holds the identifier of the text analysis target, the annotation
object, respectively the DBpedia entities IRI.

NIF is currently the most mature format for NLP data with high
flexibility and enough simplicity to meet the requirements of state-
of-the-art text annotation frameworks. In combination with the Open
Annotation model, NIF is also suitable to meet more advanced re-
quirements, such as annotation nesting, and multimedia annotations
[79]. However, all annotation formats have their raison d’étre and in
the remainder of thesis all types of annotation are of relevance. The
RDFa annotations are widely used embedded in HTML for search
engine optimization and interface design (cf. Sect. 3.2.2), the open
annotation model as a multipurpose approach is used together with
NIF for example as nested multimedia annotations in the TIB AV-
Portal project (cf. Sect. 7.1.2.5 [79]). NIF itself is focused on linguistic
matters and is extensively used for Named Entity Linking evaluation
which will be discussed in Sect. 3.3.4. In the following section the
NEL process is described in detail.
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3.2 MANUAL NAMED ENTITY LINKING

The simplest way to create semantic text annotations is to author the
appropriate serialization format manually with a standard text editor.
Of course, this is a cumbersome task, since one has to comply syn-
tax requirements, which is hard to demand from non-experts. Con-
sequently, supportive tools have to be developed to also enable non-
specialists to edit semantically annotated text just as simple as using
a rich text editor.

To create semantic text annotations manually, the main challenges
include the development of:

1. an appropriate method to select entities from a large knowledge
base (e. g. with auto-completion/auto-suggestion), and
2. a user interface to present and edit the annotated text.

The selection of semantic entities from knowledge bases as well as a
meaningful representation on graphical interface level is understood
to be an important challenge in search technology [1]. Especially in
the context of query string refinement and completion, the simple vi-
sual representation of traditional auto-completion has to be reconsid-
ered to be a useful tool supporting the user’s decision making process.
For entity selection the user input must be instantly mapped to entity
candidates the user then can choose from. Thereby, the method must
be robust against term sequence, special characters, and synonym in-
put expressions, as e. g. acronyms. Compared to the automated entity
linking problem, entity selection usually does not provide a context
to support computational disambiguation. The objective is, to have
the user do the disambiguation step taking into account the context,
while interacting with the list of suggestions. Therefore, the optimal
ranking to display entity candidates is important to ensure that the
right candidate is presented within the top entities.

In order to edit semantically annotated text a convenient user in-
terface must conceal the complex annotation data structures but en-
abling the user to add, change, and remove annotations rapidly. This
requires interaction with the text as known by familiar rich text pro-
cessing tools in addition to an embedded entity suggestion compo-
nent to select entities from the knowledge base to link to. Since seman-
tic entities might belong to several ontological classes, an objective is
to make use of these structures without suggesting a misleading em-
phasis to the user.

The further deliberations will introduce an auto-suggestion compo-
nent as well as a web-based semantic text editor interface to enable
non-expert users to create and edit semantically enriched text.

3.2.1 Entity-based Auto-suggestion

Generally speaking, auto-suggestion as well as auto-completion is a
mechanism in which, as users enter a search term into a search box,
related queries are shown below [2]. This attempt to help users finish
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president

US President collection (42 topics)

US Vice President collection (46 topics)
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US Vice Presidential campaign collection (11 topics)

president collection (31 topics)

dual topics most bling president

President .

President of the United States

President of the Church
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Figure 13: Freebase parallax auto-suggestion for entities [25]. The top region
shows types of entries, the bottom region specific entries.

entering their queries is understood to be of high usability in gen-
eral [80, 20]. Usually suggestions are provided in drop-down boxes
and list keywords that have been provided by other users in previ-
ous searches. Most interfaces exhibit a vertical layout, however, be-
sides other improvements the proposed approach introduces a lay-
out, which is arranged in a more spacious and a horizontal way. In
the context of semantic entity-based search, auto-suggestion has been
used to display more than just keyword text strings, leading to more
complex layouts of the auto-suggestion interfaces.

In comparison to keyword-based suggestions or auto-completion,
sometimes it is not apparent why certain semantic entities are dis-
played in the list, since the reasons go beyond straightforward vi-
sual or literal comparability. For example, a semantic entity might be
suggested because it is a synonym of the query string or it might
match several different categories. Semantic auto-suggestion also is
expected to reveal meaningful relations of the suggestions with each
other, making it possible for the user to compare the displayed enti-
ties and relate them to each other, allowing a precise and conscious
selection. The user must be highly sensitive to different levels of ab-
straction and specificity to linguistic expressions. When selecting en-
tities from an auto-suggestion list, the user must be aware of the syn-
onym relationships and should be prepared to intuitively scrutinize
the presented entities on that.

For Freebase”, a database of structured data harvested from various
sources, Huynh et al. introduced the Parallax navigation interface [25],
which allows navigation of this structured data mainly along facets.
The auto-suggestion mechanism of this interface (cf. Fig. 13) is sub-
divided into topics mentioning the search term in their text context
and individual topics resembling it. In the latter, semantic entities and
labels are listed.

The interface of the cultural search engine MultimediaN [63] makes
use of a vertical drop-down for auto-suggestion (cf. Fig. 14). Each
of the semantic entities are attributed with only one class and cate-

7 http://www. freebase.com/(wentoffline31.08.2016)
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IQ picasso|
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French sitter 1916 1986

Figure 14: MultimediaN auto-suggestion [63].

gorized in persons, locations, artifacts, concepts and others. In each
category three results are shown but this list can be expanded to list
all available suggestions.

In Parallax as well as MultimediaN, after pressing a button to
view more suggestions, the vertical scrolling in a rather narrow vis-
ible area impairs the clarity of the listed suggestions. The Finnish
cultural search engine CultureSampo® provides several interfaces for
faceted semantic recommendations, organizing places, people, and
relations from a collaboratively generated ontology [26]. Its "Quick
Search” makes use of the entire screen for its disambiguation and
presents semantic entities of distinct categories together in one ver-
tical listing. For each entity, a selection of appropriate semantic cat-
egories is given and entities may be distinguished by means of cat-
egory icons. In case a general search query is entered, the listing
of CultureSampo tends to become very long and is apparent that
a vertical division of the layout could provide a better overview to
the presentation of suggestions since unnecessary scrolling would be
avoided.

Also concerned with the exploratory aspect of auto-suggestion is
the SParQS interface by Kato et al. [28]. This interface was developed
to facilitate its users, both to specialize their queries, as well as to
contribute to their ‘parallel movement’, which allows to switch to
another topic of interest with similar aspects. In this example, the
combination of instant refinement and exploration is provided by en-
tities as alternatives to the currently suggested entities aligned in a
grouped tab-like vertical listing. Such a layout clearly structures the

8 http://www.kulttuurisampo.fi/
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Figure 15: Auto-suggestion with semantic categories in its header and
columns of suggested entities. For better readability the column
presenting events has been omitted. A live demo of the auto-
suggestion can be found at http://apps.yovisto.com/labs/
autosuggestion/.

suggestions, but it also deems specialization more important than ex-
ploration.

The layout of the proposed auto-suggestion interface prevents such
an emphasis and displays all suggested entities at par. In addition a
vertical layout might be difficult to read, especially when it comes to
internationalization with non-latin typefaces.

Contrariwise to the introduced systems, the here proposed auto-
suggestion applies the principle of Brushing and Linking, which origi-
nates from early experiments in computer graphics and has become a
common method in information visualization. Brushing and linking
describes a connection between two or more views of the same data
in a way that a change to the representation in one of the views also
affects the representation in the other ones. The principle was first
introduced by Becker and Cleveland [3] to brush and link values of
scatterplot matrices in the late 1980s. The proposed auto-suggestion
facilitates users to brush semantic classes listed in the captions of each
category and links them to the actual suggestions.

Considering Fig. 15, the layout of the proposed auto-suggestion is
divided into a search box (9) and a disambiguation matrix (2). While
typing a query string into the search mask, the disambiguation ma-
trix shows up. This matrix spreads over the whole width of the layout
and is vertically subdivided into the five categories Persons, Organi-
zations, Places, Events, and Things.

During text input these segments update immediately according
to user input and show relevant semantic entities. In case no sugges-
tions occur in a specific category, this column is not displayed. Each
of these entity suggestions comprises a title and a subtitle in which
the entity’s semantic categories are displayed. If available, a thumb-
nail image originating from Wikipedia’s Commons is prepended. On
top of each column, reside aggregated semantic categories of the enti-
ties below (3). These captions are ordered by occurrence in the corre-
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sponding section and thus add to the comprehensibility of the auto-
suggestion. In addition, the captions are enabled by brushing and
linking: when the user selects a caption (4), all entities that bear the
same semantic category are highlighted (5). This highlighting of sug-
gestions offers a quick comparability of entities upon user interaction
by brushing. In addition, brushing also offers a simple way to undo
a selection — quicker than for example explicit filtering with a refresh-
ing of listed suggestions. In case a category in the subtitle of an entity
is selected, again other appropriate entities are highlighted. When se-
lecting an entity suggestion by its title, the auto-suggestion is closed
and a new search is performed.

The entity suggestions are based on the DBpedia datasets. Every
entity is indexed via unique IRI, a main label, the DBpedia ontol-
ogy classes the entity belongs to, and a list of related labels gen-
erated from DBpedia redirects. The related labels include alternate
spellings, synonym spellings, misspellings, and other descriptive la-
bels. For every manually selected category (Persons, Organizations,
Places, Events, and Things) a separate Lucene? index is generated to
query each category individually. These categories were selected un-
der the assumption that users are mainly interested in items of these
types.

The suggestions for a given query string have to be ranked ap-
propriately to support the user surveying all entities at a glance or
at least the most important if more entities are available than can
be displayed. Matches are presented in the following order: exact
matches, matching words, labels with matching prefix, and labels
with matching sub-string. Furthermore, entity popularity should also
be included to ensure the suggestion ranking meets the most com-
mon user expectations.

The TF/IDF scoring applied in traditional information retrieval
[27] is not appropriate to rank the semantic entities, because enti-
ties are not structured like text documents. In this application, term
frequency (TF) is not necessarily an indicator of high relevance. Enti-
ties can have a totally different number of alternate labels containing
different spellings and writings which would have the effect to boost
entities with a higher number of alternate spellings, e.g. dbp:Berlin
entails fewer synonyms than dbp:Berlin_tram.

Instead of TF/IDF, the proposed ranking is based on a string dis-
tance measurement between the label h, which contains the search
hit and the main label 1 of the entity. The score is determined as:

1.0, exact match

T, word match

score(l,h) = (24)

T JaroWinkler(l,h), prefix match
2 % JaroWinkler(l,h), else,

where 0 < r < 1. An empirically determined value of r = 0.9 has
led to useful results. Taking in to account the general popularity of

9 http://lucene.apache.org/
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entities, the final ranking is achieved by ordering the top n = 50 enti-
ties according to the number of incoming internal Wikipedia links of
the entity’s corresponding Wikipedia article (in-degree). Thereby, the
principle of link popularity applies, which is considered as indica-
tor of commonly accepted popularity rating. Alternative approaches
such as PageRank [47] or HITS [30] might also be used. To measure
the string similarity the Jaro-Winkler string distance [81] was chosen
because it slightly put emphasize on the first part of the string, which
seems to be intuitively expected by the users.

The proposed auto-suggestion user interface was integrated in the
Mediaglobe (cf. Sect. 7.1.2.5) entity-centric search engine as a utility
for query disambiguation. Thereby, Mediaglobe deploys a hybrid ap-
proach to enable not only to query for keywords, but also to search
for distinct semantic entities, which can be selected from the auto-
suggestion drop down. The user has to choose the desired entity from
the presented candidate list. Then, the search is issued in the back-
ground and results are displayed. The user can also specify a second
or third entity or keywords, which are appended to the hybrid query
(cf. Sect.7.1.2.5).

Further integration of major parts of the auto-suggestion utility was
made in the refer project’s semantic text editing interface. Which is
subject of explanation of the following section.

3.2.2 The refer Semantic Text Annotation Editor

refer'® is an online recommendation system aiming to improve the user’s
and author’s experience while curating and navigating in blogs, mul-
timedia platforms, and archives [70]. Refer is integrated as a Word-
press plugin. It analyzes and interlinks the platform’s content to au-
tomatically link articles with relevant entities from DBpedia. Thus,
further articles on related topics, persons, locations or events can be
recommended to the user by exploiting the underlying knowledge
base. A relation browser is implemented to visualize the relevant re-
lationships. The relation browser will be introduced in Sect. 6.4, now
the annotations capabilities of the system are presented.

To annotate text with DBpedia entities, refer deploys a semantic text
annotation tool for semi-automated editing. The annotation tool is im-
plemented as an extension of the TinyMCE"" platform-independent
web-based JavaScript/HTML text editor. Therefore, new buttons have
been added to the Wordpress editor in order to automatically anno-
tate paragraphs with DBpedia entities using a RESTful'* webservice
for NEL, to delete annotations, and to insert/edit new annotations
with help of an auto-suggestion tool. Fig 16 shows the editing inter-
face with the additional button 'Scan for entities’. Using the button,
the selected text ‘Berlin is the capital of Germany’ can be annotated
automatically by means of automated NEL.

10 http://refer.cx/
11 TinyMCE Editor http://www.tinymce.com/
12 Jersey API https://jersey.java.net/
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Berlin is the capital of Germany.

Figure 16: refer semantic annotation editor feature to scan for entities in the

text.
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Figure 17: refer semantic annotation insert/edit feature.

To edit or add a new annotation manually, a text fragment, e.g.
"Berlin’, must be selected. Upon clicking the ’Insert/edit entity” but-
ton as displayed in Fig. 17 , the auto-suggestion interface appears
and requests the user to select the appropriate entity for the given
text fragment (cf. Fig. 19). After pressing OK, the annotation is in-
serted into the HTML source of the text in form of an attribute-level
extension based on RDFa (cf. Fig. 18).

It was hypothesized that the visual presentation of suggestions de-
termines the users” annotation performance. To verify this claim, two
different visual presentations of auto-suggestion for text annotation
are introduced and discussed in detail.

The refer system provides two configurable user interface modes:
modal and inline. The Modal Annotator (see Fig. 19) is inspired by the
previously introduced autosuggestion system (cf. Fig. 15) and builds
upon the native TinyMCE editor controls to trigger the display of
suggested entities in a modal dialog window. Upon text selection,
the user can choose to open the suggestion dialog or automatically
scan the selected text for entities via new buttons in the TinyMCE
control panel. Entities added to the text either via manual or auto-

b /i | link b-quote del ins img ul ol |Ili  code | more | closetags -
<span property="http://www.w3.0rg/2084,/02/skos/corettsubject”
resource="http://dbpedia.org/resource/Berlin" typeof="http://dbpedia.org
Jontology/Place">Berlin</span> is the <span property="http://www.w3.org/2004,/02
/skos/core#subject” resource="http://dbpedia.org/resource/Capital_city"
typeof="http://www.w3.0rg/2002/087/owl#Thing" >capital</span> of <span
property="http://www.w3.0rg/2004/82/skos/core#subject”
resource="http://dbpedia.org/resource/Germany" typeof="http://dbpedia.org
/ontology/Place">Germany</span>.|

Figure 18: refer editor source view with RDFa annotation.
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Figure 20: Inline Annotator.

mated annotation can always be edited or removed by the user via
a context-menu located right beside each entity in the text. The sug-
gestion dialog starts with a text input field, which initially contains
the selected text fragment and can be used to refine the search term.
Suggested entities are shown below in a table-based layout, divided
into the four categories Person (green), Place (blue), Event (yellow)
and Thing (purple), including a list of recently selected entities for
faster selection of already annotated entities in the same text. A sug-
gested entity is displayed by its preferred label, thumbnail, and main
categories for further context. The text abstract and entity IRI are dis-
played on mouseover.

The Inline Annotator (see Fig. 20) enables to choose entities directly
in the context of a selected text. The basis of the inline annotation so-
lution is a circular category menu attached to a text fragment upon
selection and allows the user to instantly show suggestions from the
respective category (Person, Place, Event, or Thing). Additionally, a
list of recently selected entities from all categories can be displayed.
By selecting a category, the suggested entities are displayed. In or-
der to provide more context within the relatively small space, these
entities are divided into dynamically retrieved sub-categories, which
are rendered horizontally as navigable tabs and are based on the list
of categories per entity provided by the DBpedia ontology type sys-
tem'3.

The rationale of the Inline Annotator is to provide fast and sim-
ple means of semantic text annotation by minimizing the steps re-
quired to open the interface, visually scan the suggestions in several
categories and to choose the most appropriate entity to annotate the
text fragment with. Compared to the modal annotation interface, the
Inline Annotator integrates directly into the text area, requires less
space and preserves the context of the annotated text fragment. By
combining the interactions required to open the suggestion menu and
choose a category, the user is able to select an entity more quickly. On
the other hand, the modal interface leaves more space for annotations
and additional information, and provides a parallel view of all avail-
able categories.

To compare the two different interfaces a qualitative user study was
performed as explained in the following section.

13 http://mappings.dbpedia.org/server/ontology/classes/
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3.2.2.1 Interface Evaluation

To assess both annotation interfaces” usability and accuracy 20 partic-
ipants, aged between 21 and 45, were asked to annotate two given
texts. Considering their background, the users came from diverse
fields including computer science, teaching, biology, sports, engineer-
ing, beauty, and marketing. In order to test the authoring and visu-
alization functions of the refer auto-suggestion component for users
with various backgrounds, participants from the non-academic field
as well as users inexperienced with Linked Data technologies were
included in the study. The users were categorized in three groups:

1. Linked Data experts: Includes users who marked the field "ex-
perts" when asked "How familiar are you with Linked Data and
Semantic Web Technologies?" in the questionnaire. (5 users)

2. IT and Computer Science: Includes all users related to the
tields computer science, biotechnology or engineering without
expert knowledge in Linked Data. (8 users)

3. Others: Includes users not belonging to any computer scientific
or IT related fields including marketing, beauty, and teaching.
(7 users)

It was further important to include users, who had no prior know-
ledge in the field of (web-)annotation. When asked "How familiar are
you with annotations on the web?", 65 % of the participants answered
to have either no prior knowledge or only heard of annotations be-
fore vaguely. Only two users considered themselves experts in the
field. All participants use the web several times a day and several
participants from all three user groups noted that they have authored
their own blogs or websites on various topics, including travel, beauty
and fashion, musical events, and science. Since all test-users are Ger-
man native-speakers, the experiment was performed in German lan-
guage, while the user interface and annotated texts were presented in
English. Therefore, the test users had to be fluent in the English lan-
guage. For each participant the experiment took place in a controlled
environment with one interviewer present, who took notes on the
participants” comments as well as their annotation and navigation be-
havior. The participants were asked to annotate two consecutive text
snippets with one annotation interface each.

All survey sheets and evaluation results are publicly available for
download."*

To find out which features in particular are most helpful to anno-
tate text with DBpedia entities, both annotation interfaces were tested
for usability and accuracy. After a short introduction into the overall
system, each participant received a text paragraph containing a vari-
ety of entity-types, including persons, dates, events, places, and com-
mon nouns. Moreover, the text includes terms for which the users
had to highly focus on the context of the sentence in order to dis-
ambiguate all terms correctly. E. g. the annotation text included the

14 http://sl6a.org/refer
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Figure 21: Inline annotation interface with the town Lebanon, Connecticut
(top) and Lebanon, the country (bottom) highlighted.

sentence "William Beaumont was born in Lebanon, Connecticut and
became a physician". Here, it was important that the user recognized
the town Lebanon, Connecticut located in the United States instead of
the country Lebanon located in Western Asia, as shown in Fig. 21.

The paragraphs and interfaces alternated for each user, who anno-
tated one text with each interface. After reading the presented para-
graph, the participants were told to annotate the text as accurately,
as completely, and as specifically as possible. Specific in this con-
text means that e.g. in the case of the compound John F. Kennedy
Airport, the entire term should be annotated with one single DBpe-
dia entity dbp:John_F._Kennedy_International_Airport instead of
dbp:John_F._Kennedy and dbp:Airport separately.

For each annotation task, the interviewer measured the required
time. Next, the participants completed a short survey and an open
interview was performed after both annotation tasks were finished.
All questions concerned the understandability, readability, ease and
fit of use, the ease of learning, and subjective speed and accuracy of
both interfaces. Subjective speed refers to the users’ rating on how
fast they believed they were able to annotate the text with the respec-
tive interface. A ground truth containing correct annotations for both
texts has been published previously [78] and was used to measure the
annotation accuracy of all participants. The evaluation further helped
to categorize common mistakes made by the users to optimize the
interface in future work.

Tab. 6 depicts the relative scores calculated from the Likert-type sur-
vey each user completed after using each annotation interface along
with the average annotation duration per paragraph. The users were
for example asked whether the placement of information seemed logi-
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Inline Annotator | Modal Annotator
Understandability 0.86 0.86
Readability 0.91 0.86
Learnability 0.97 0.98
Usability 0.86 0.87
Utility 0.79 0.77
Subjective Accuracy 0.86 0.84
Subjective Speed 0.94 0.9
Average Duration 06:04 07:12
(mm:ss)

Table 6: Relative usability scores retrieved from the Likert-type questions
and the average duration of the annotation tasks.

cal and whether they would consider each interface as user friendly in
general (usability). They were for instance further asked whether the
speed of the system (subjective speed) was satisfactory and whether
they could imagine using the interface on their own content on the
web (fit of use). The complete list of questions is available online'>.

While the participants found that the modal annotation interface was
slightly easier to learn and both interfaces received the same score in
terms of understandability, the inline annotator is valued slightly bet-
ter in all the remaining categories. However, since the inline annotator
only slightly achieved better results, the comments the users made
orally and on their survey sheets on both interfaces while perform-
ing their tasks was also taken into account. Thereby, it became clearer
that the inline annotator was favored by most participants in terms
of usability. The participants felt that annotations can be made faster
with the inline annotator, due to its size the context of the paragraph
was still available, and the interface was triggered automatically upon
highlighting a text fragment instead of having to click on a button to
initiate entity suggestion.

On the other hand, some participants still favored the modal inter-
face because it provided a more complete overview of all available
entity categories as well as short entity descriptions. Some users also
found the loading indicator of the inline annotator rather distracting,
as it appears immediately upon text selection and the task that is
being executed in the background is not communicated. This some-
times resulted in accidental opening of the suggestion interface. Sev-
eral users also expressed the wish to explicitly cancel the request for
suggestions via the escape key and continue elsewhere in the text.
These issues could be solved by 1) adding a toggle button to the text
editor which allows to disable the automated suggestions upon text
selection, 2) showing a non-distracting status message on top of the
editor area, as already done during automated text analysis as well
as 3) cancelling the current task via escape key or potentially an addi-

15 http://sl6a.org/sites/default/files/refer/refer_EvaluationResults.zip
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‘ Precision ‘ Recall ‘ F1-measure
0.826 | 0.676 0.752
0.882 | 0.693 0.788

Inline
Modal

Table 7: Comparison of annotation accuracy between both interfaces.

Inline | Modal | Total

(1) Missing 0.64 0.66 | 0.65
(2) Compound Split 0.13 0.13 | 0.13
(3) General/Specific 0.13 0.12 | 0.12
(4) Wrong Entity 0.11 0.10 | 0.10

Table 8: Relative occurrence of all error-categories regarding both
annotation-interfaces.

tional button. The right approach has to be evaluated in future user
studies.

In order to measure whether one of the interfaces enabled more
accurate annotations, the results from all participants are compared
to the ground truth. Tab. 7 shows that the modal annotator enabled the
users to annotate more accurately by 3 % Fi-measure. Both interfaces
have almost the same recall at ca. 68-69 %, meaning that about 31 % of
annotations are missing. The modal interface exhibits a better slightly
precision (+5 %).

Regarding the annotation accuracy it has to be considered that the
decision which entity fits best in the context of a text can be highly
subjective. Therefore, it is difficult and nearly impossible to calculate
the exact accuracy of annotations created by humans. All errors re-
sulting from the annotation process have been manually classified
into predefined error categories (see Tab. 8) in order to obtain a more
precise impression on the annotation process. The goal was to iden-
tify the most and least common mistakes in both interfaces which
might be resolved by improving information arrangement in future
versions of the interfaces. Four different error-categories have been
identified:

1. Missing: terms which have not been annotated, but should have
according to the ground truth.

2. Compound Split: entities such as dbp:Nobel _Prize_in_Physics
which have been split into two separate entities dbp:Nobel_Prize
and dbp:Physics.

3. General vs. Specific: terms for which a more general entity has
been chosen instead of a more specific one as required by the
ground truth, e. g. dbp:Army instead of dbp:United_States_Army.

4. Wrong Entity: wrongly annotated entities not classified in cate-
gory 1-3, such as dbp:The_Molecules as a music band instead
of dbp:Molecule as a bond of two or more atoms.

Tab. 8 shows that the most common mistakes belong to category
(1), which also reflects the recall-result in Tab. 7. Category (4) was
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calculated as the least common mistake. In both interfaces, about 13 %
of all errors have been classified as a compound split error and 12 % of
all errors have been made because the users have selected too general
entities.

In conclusion, the differences between both interfaces are only slight
and a distinct decision which one is better in all aspects is hard to
make. The model interface is more accurate but slower to use, the
inline annotator causes more errors but users are faster with produc-
ing annotations. However, the analysis of error types as well as the
user provided feedback leads to new ideas for improvement. E. g. the
general vs. specific problem might be improved by categorizing the
candidate lists in the auto-suggestion by means of grouping specific
items below general items, which resembles the sorting logic most
current interfaces utilize and most users are familiar with. To im-
prove the wrong entity rate the differences between entities should
be made more clear, e.g. with comprehensive and sophisticated en-
tity summaries.

As a final result of the evaluation it can be concluded that the man-
ual annotation process alone does not guarantee absence of errors at
all. This holds for lay users as well as for professionals. In Sect 3.3.5
the results will be compared to an automated NEL system.

3.2.3  Summary and Discussion

The first two sections of this chapter have introduced semantic text
annotations and how they can be serialized. Furthermore, techniques,
tools, and best practices for manually creating semantic text annota-
tions have been presented. It should be stressed that manual semantic
annotation, respectively the textual disambiguation and linking to se-
mantic entities, is the essential requirement to develop automated sys-
tems with the objective to process document collections on a large
scale. Therefore, datasets have to be compiled to be used for train-
ing and evaluation of these systems. Only carefully produced and
sober annotations maintain highest possible quality and accuracy of
systems. But it is not guaranteed that manual annotation leads to a
perfect result, because even human annotators sometimes disagree
about the intended meaning or simply produce technical errors.

The next section will comprehensively introduce automated sys-
tems for named entity linking. It will classify existing automated
annotation systems and proposes and evaluates a sophisticated ex-
emplary approach. Furthermore, benchmarking methods including
performance measures as well as evaluation data sets are presented
and discussed.

3.3 AUTOMATED NAMED ENTITY LINKING

In the previous section, manual methods for semantic text annotation
were introduced. Annotating documents manually is a very complex
and demanding task. Users have to be very focused all the time. It
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is a tedious task, and that’s why concentration is ebbing away very
quickly. This might result in mistakes and incompleteness. Experi-
ence has shown that annotating a text with one thousand words man-
ually takes not less than five minutes. Thus, manually annotating
large corpora on large scale is very expensive by all means. Also with
crowdsourcing approaches the challenge still is that the cost to de-
fine a single annotation project can outweigh the benefits [61]. Many
aspects have to be taken into account including, how to incentivize
users, avoid misuse, prepare and aggregate the data, provide a user
interface, as well as legal and ethnic issues. However, researchers have
mostly used this paradigm to acquire small- to medium-sized corpora
[61], which might be used for system evaluation.

This section presents automated approaches for named entity link-
ing (NEL) and their theoretical principles. It starts with a general
introduction on procedures and terminology, followed by a formal
definitions and a classification of existing approaches are given. Next,
an exemplary approach (denoted as KEA) is described in detail. Fi-
nally, a framework for evaluation is proposed.

Similarly to the manual process, automated approaches for docu-
ment annotation integrate three major tasks:

1. Entity mention spotting localizes entity mentions within the text.
In the manual procedure, this is a cognitive performance of the
annotating user. Automated approaches deploy linguistic and
statistical methods like part-of-speech-tagging (POS), named en-
tity recognition (NER), normalization (NEN), and shallow pars-
ing (SP), cf. Sec. 2.2.2.

2. Entity mention mapping assigns a list of potential candidate enti-
ties of the formal knowledge base to a spotted entity mention. In
the manual procedure, this is done by the auto-suggestion tool.
In the majority of automated approaches as well as in the auto-
suggestion tool, classical string matching is used. One could
assume likewise with search engines, normalization methods
such as lemmatization and word stemming should be used here
(e.g. to unify “apples” and “apple’), but in practice, these pro-
duce new ambiguities and lead to inaccuracies. In fact, in most
approaches, the mapping is based on assembling a dictionary of
potential surface forms for every entity of the knowledge base,
and map against it.

3. Candidate selection decides which candidate of the list is con-
sidered to be the distinct representative. In manual procedure,
this is accomplished by the user. It is the actual disambiguation
task. While many approaches resemble in the first two tasks,
they mostly differ with respect to the disambiguation method.
There exists a high variety of approaches including simple statis-
tical analysis, machine learning based techniques, and complex
graph analysis.

Before continuing with introducing related approaches, the basic
terminology and concepts are established and formalized.
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Figure 22: Overview of the technical terminology used with NEL. Horizon-
tal lines refer to the text fragments above.

3.3.1 Terminology

Starting with a given input text "Armstrong landed on Earth’s satellite.’,
Fig. 22 depicts an overview of the basic terminology. The horizontal
solid lines refer to the text fragments above. The input text comprises
individual character strings called words, usually separated by whites-
pace within the text. A k-shingle is considered to be a group of k con-
secutive words. Words as well as shingles are also denoted as basic
terms. In technical implementations (e.g. Apache Lucene) it is com-
mon that the fragments of text are denoted as tokens. A token itself is
a data structure which describes different features of the underlying
character string, e.g. token type, part-of-speech, etc. All tokens are
part of the token stream structure, which characterizes the order and
position of tokens within the text.

The term entity solely refers to something which is cognitively rep-
resentable. An entity mention refers to the part of the text, where a
specific reference to an entity is made. From the linguistic point of
view, entity mentions correspond to the notion of lexemes, which re-
fer to basic units of meaning. The surface form is a property of the en-
tity mention and designates the exact character string covered by the
entity mention. It can be considered as a specific syntactic represen-
tation of the lexeme. A knowledge base entity refers to a conventionally
representative of an entity, usually defined by a commonly shared de-
scription. The knowledge base entity is identified by an URI/IRI. The
most common label of a knowledge base entity is denoted as the main
label. It can be considered as the linguistic lemma of the correspond-
ing lexeme. This is the canonical form of the set of different labels the
knowledge base entity can have.

Through the entire pipeline, terms are classified and all sorts of fea-
tures are determined with various techniques described soon. How-
ever, the three main steps introduced above are now formalized.

As a refinement of definition 3.1 for semantic text annotations and
inspired by [9], let K be a formal knowledge base, d € D a document
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of the corpus D, W C d the words of document d, M C 2W the set
of entity mentions, and m = (s, 1, d, c) € M denote an entity mention
in a document d with start position s, length 1 and confidence score
c € [0,1]. The named entity linking problem can be described with four
functions.

Definition 3.2 (Named Entity Linking Problem):
The named entity linking problem is defined by:

1. An extraction function fex : W — M to extract the entity men-
tions M from a document set D.

2. A mapping function fmap : M — 2K U{NIL} to compile a list
C € 2¥ of potential knowledge base entity candidates for every
entity mention.

3. A scoring function fscore : C — R to calculate a score, which
indicates the degree of certainty that the candidate IRI is to be
selected as the correct one.

4. A selection function fse; : C — K to select the right candidate
according to the calculated scores.

At best, this list of candidates C is as small as possible and contains
the correct one. NIL is included for the case that no candidate can be
found. The siz