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Abstract

In the era of social network, Twitter plays an important role in information
exchange. Huge number of tweets are sent per minute which are based on the
current affairs across the globe. Several approaches have been proposed by
the researchers over the years to study the nature of large number of tweets.
To have a better insight of the tweets, data journalists apply these algorithms
to cluster the tweets based on various factors such as events, user profiles,
variations in geographical location of the users etc. Clustering of tweets is
same as text clustering which results into groups of words where each group
or cluster represents a single topic. However, words from any of these clusters
when considered individually might have a different interpretation from the
one conveyed in the tweets. Therefore, there is a gap in the understanding of
the words in the cluster when the nature of the original tweets is unknown.
Also, a semantic classification of this cluster content might be erroneous.

Hence, analysis methods developed for the data journalists based on text
clustering are incomplete without tools for connecting the clusters to the
original tweets or any other standard reference material. This becomes the
focus of the thesis. We aim to find ways of making cluster and its contents
more connected to the original tweets and other standard structured infor-
mation source DBpedia. We find a summary of tweets for each cluster and
provide semantic enrichment of the clusters of the clusters by mapping onto
the most similar DBpedia article(s).
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Chapter 1

Introduction

Online social media, Facebook1, Twitter2, Instagram3 and many more has
evolved as the prime source of communication since last 10 years. The easiest
and cheapest mode of communication with friends and family across the
world has brought this huge popularity of social media. It also provides a
platform to voice our opinion and reach out to a large mass of people within
seconds. Social media also plays a vital role in building professional network.
It keeps us updated with the current events happening in any part of the
world. It also promotes cheap advertising and promotional activities to a
huge section of population across the globe. The popularity of social media
in different countries is well explained by the average hours spent per day in
social media and is well illustrated in the Figure 1.1 below.

Figure 1.1: Average Hours spent on Social Media per day[84]

1 www.facebook.com 2 www.twitter.com 3 www.instagram.com

3

www.facebook.com
www.twitter.com
www.instagram.com


4 CHAPTER 1. INTRODUCTION

This huge popularity of social media has given the researchers enormous
topics to explore and analyse the data generated. In specific, twitter pro-
vides its data for research usage. In our study we have analysed twitter text.
Twitter is a microblogging service allowing users to put up posts, popularly
known as tweets, consisting of only 140 characters and remains a popular
social networking site having 313 million monthly active users.[52]

Several researches have been carried out since Twitter came into exis-
tence in 2006[53]. To name a few, twitter user profiles [54, 55], sentiment
analysis[56, 57], nature of tweets based on geographical variations[7], trend-
ing of breaking news[5, 61, 62], spread of info during natural calamities[58],
riots [59], social events[60], sports [47] and many more are the main areas
of interest for the researchers. Over time many interesting trends have been
observed in the usage of twitter which has attracted the researchers to delve
further into twitter secrets.

A study by American Press Institute4 and Twitter in collaboration with
research firm DB5 in 2015[4] reveals that nearly 9 in 10 Twitter users in
the study (86%) say they use Twitter for news, and the vast majority of
those (74%) do so daily.[4] Breaking news spreads like wildfire over the social
media. More the popularity of Twitter amongst people, more the variation
of tweets and more the information, views and both positive and negative
opinions is circulated. During summer 2011, when riots broke out in London
the news related to the riot was all over the Internet and twitter was no
exception. People used the twitter platform to share the happenings in and
around the city.

According to a study by one of the leading newspapers The Guardian5,
during the riots in London there were seven news which were popular among
the Twitter users and went viral. These news includes both rumours and
non-rumours. They are

• Rioters attacked London Zoo and set the animals free.

• Police beat a 16 year old girl.

• London Eye is set on fire.

• Army deployed in Bank

• Rioters attacked Birmingham Children Hospital.

4 www.americanpressinstitute.org 5 www.theguardian.com

www.americanpressinstitute.org
www.theguardian.com
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• Rioters broke into McDonald’s and cooked their own food.

• Miss Selfridge shop was set on fire.

In this study our observations are focused mainly on the variety of these
huge number of tweets which were sent during this riots in London in sum-
mer 2011. The tweet data corpus used in this study comprises of tweets of
all these incidents. The same corpus is used for the study by Procter et al.
[51]. It contains 2.6 million public tweets sent from 700,000 distinct twitter
user accounts between 6th August and 17th August, 2011 during the riots in
London. The tweet corpus was handed over to the newspaper The Guardian
[51], under an agreement. Via the European FP7 project PHEME6, I could
have access to this very rich data set, which is the main resource used in this
thesis. My thanks therefore for this to the University of Saarland, who is
partner in this project.

The illustration Figure 1.2 shows how these news had spread rapidly. The
graphs are generated by a study done by The Guardian newspaper[63] and
shows us the number of tweets per hour over a period of 7th August to 12th
August, 2011. The horizontal blue bars on each of the graphs indicate the
time when a new tweet describing the respective incident had spread expe-
ditiously.

6 urlhttps://www.pheme.eu/
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Figure 1.2: Illustration of graphs from top represent tweets/hour for the pop-
ularity of the events: Miss Selfridge set on fire, army deployed on bank, Birm-
ingham children hospital is attacked by the rioters, rioters attacked London
zoo and set the animals free, London eye is set on fire, police beat 16 year old
girl and rioters broke into McDonald’s and cooked food respectively.(Source:
The Guardian)[63]
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It is a challenging job for the data journalists to deal with millions of such
tweets sent on a certain topic but comprising of many subtopics. Rather they
prefer information in a concise format. The easiest way to deliver this infor-
mation in a compact format to them is in form of clusters. This is because
clusters are group of items which are similar to each other within a group
and dissimilar between different groups. Hence, the data journalists can have
information about the huge number of tweets in a compact format.

Clustering of twitter text is nothing but text clustering. However, the
problem is text clustering results into clusters in which each cluster is a col-
lection of words. The words from these clusters when considered individually
might have a number of different interpretations. Some of these interpreta-
tions may be are different from the one conveyed in the original tweets.
Hence, it is difficult to interpret the message conveyed by these clusters from
the individual words present in the clusters without having detailed prior
knowledge about the contents of the tweets. Hence, the problem of analyz-
ing the information contained in huge number of tweets in a compact way
still persists. The data journalists when provided with clusters formed from
the tweets could not make sense out of it. Therefore, there is a necessity to
find the correct interpretation of the words present in the cluster with respect
to the original tweets.

Moreover, if the data journalists intend to have some detailed information
about each cluster with the help of some reference knowledge base such as
Wikipedia or DBpedia based on the individual words from the cluster, they
are likely to have ambiguous or wrong information about the cluster. This
is due to the same fact that words in the cluster when considered individu-
ally might be ambiguous and thus refer to various articles in these reference
knowledge bases. Therefore a proper semantic enrichment of the cluster i.e.
mapping of words from the cluster onto the most similar article of a reference
knowledge base is necessary. These problems are addressed in this thesis.

Hence, to find a solution to these problems we aim to find the missing
gap in the interpretation of individual words in the cluster with respect to
the original tweets. Moreover, instead of providing the data journalists with
clusters formed from the tweets, we intend to provide a summary for each of
the clusters. The summary consists of a few tweets, which best represents
the cluster, retrieved from the original corpus. Further, we provide a seman-
tic classification of the clusters by mapping onto the most similar DBpedia
article(s). This leads to a semantic enrichment of the clusters.
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Overall, we make the following contributions to achieve this goal.

• Propose a novel mining technique to mine phrases from the words in a
cluster.

• Propose a method to retrieve a few of the most relevant tweets based
on the longest phrase, for each cluster.

• And then, describe a way to map the most frequent phrases onto the
most similar DBpedia article(s).

The thesis document is structured as below.

In the next chapter, we present a review of related work done on cluster-
ing, phrase mining and semantic classification. The goal of the thesis and a
solution approach is discussed Chapter 3. The details of the methods that
have been developed and implemented to achieve the goal of this work is dis-
cussed in Part II. This section includes six chapters - chapter 4 to Chapter 9.
The nature of the tweet corpus used for the study and list of preprocessing
methods applied on the corpus is discussed in chapter 4. Chapter 5 includes
the details of k-means++ clustering algorithm used to form clusters from the
tweet corpus. Chapter 6 gives a method of post processing of the clusters
formed from k-means++ algorithm. Then it goes on to provide a method to
mine phrases. A word graph is generated from the mined phrases in Chap-
ter 7 followed by graph partitioning. Chapter 8 includes methods developed
to select tweets from the original corpus as summary for the clusters. The
last chapter in this section Chapter 9 includes a semantic classification of
twitter text.

Part III consists of the results and the conclusion of this study. Chap-
ter 10 focuses on the evaluation metrics and the results. Lastly, Chapter 11
concludes this document by summarizing the tasks accomplished and the
conclusions drawn from this study.



Chapter 2

Related Work

Recently, a significant amount of researches have focused on clustering of
tweets to detect events [5, 64], find areas of interest of the users [65, 66],
analyze variation of tweets based on geographical locations [67, 7] and many
more. Also, semantic transformation of tweets has been an active area of
research[11, 9]. This chapter describes about the previous works done on
twitter data related to our study.

O’Connor et al. [6] has put forward an unsupervised approach of mes-
sage summarization. They present TweetMotif, a faceted search interface for
Twitter messages. Their application extracts a set of topics to summarize the
messages with respect to user queries. The technique followed in their paper
includes language modelling, syntactic filtering and ranking of the tweet mes-
sages in response to the user query. Therefore, this application summarizes
tweets depending on a given query. However, we aim to we as already stated,
we intend to select a small collection of tweets from the original corpus as
summary for each of the cluster. Hence, it is not a suitable summarization
approach for us.

Eisenstein et al. [7] presents methods to predict the geographic location
of the user based on the message conveyed by the tweet he posted. There-
fore, geographic tagging of the tweets are done. Dela Rosa. K., et al. (2011)
Rosa automatically clusters tweets based on the topics. The approach is in-
spired by news aggregating services like Google News. Two approaches of
topic classification of twitter text proposed by Lee. K., et al. [8] are Bag
of Words based classification and network based classification. On the other
hand, Sankaranarayanan. J et al. [5] builds a news processing system which
captures all the tweets with respect to the latest breaking news, using a clus-
tering approach. The system clusters the tweets based on news on a large

9
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scale. However, all these methods provide different approach of identifying
similar tweets and form clusters. But, the summarization of tweets based on
clusters is yet to be explored. Therefore, we propose an approach in which
tweets are summarized for each cluster formed from a tweet corpus.

To achieve this goal, we mine phrases from the clusters followed by the
construction of a word graph from the mined phrases. Phrase mining for
named entities from blogs or social communities [68, 69] has always been an
active area of research. But, we propose an approach in which phrases are
mined from the words present within the cluster.

The phrase graph[45] approach has been used to track the memes[46] or
the sports related events in twitter[48, 47]. The phrase graphs were con-
structed directly from the tweets or the status updates in social media. But,
we put forward an approach in which word graphs are constructed from the
phrases mined from clusters.

On the other hand, semantic interpretation of Natural Language process-
ing based on Wikipedia has been explored [11]. Osborne. M., et al. [9] de-
scribes an approach of event detection in twitter with the help of Wikipedia.
They present a method to improve the quality of the events detected from
live streaming of tweets by parallel event reporting in Wikipedia in real time.
Furthermore, Kapanipathi. P., et al. [10] provides a semantic enrichment of
the twitter posts. Public knowledge base Wikipedia is used to identify areas
of interest of the users in twitter. The inferred interests of the users are repre-
sented in form of Hierarchical Interest Graph formed by exploiting Wikipedia
Category Graph (WCG). Another Wikipedia based approach of identifying
topics of interest of twitter users based on their posts has been proposed by
Michelson. M., et al. [65]. A topic profile is created which describes users’
topics of interest. The words in the tweets are linked to Wikipedia pages
which helps in identifying socially tagged categories. Inspired by the paper
by Michelson [65], Genc. Y., et al. [13], provides a semantic transformation
of the twitter messages by mapping each twitter message to the most similar
Wikipedia page. Clearly, semantic enrichment of tweets has been an active
area of research in recent past. However, semantic enrichment of the clusters
formed from the tweets has not been explored. This gives a strong moti-
vation for our work behind semantic enrichment of the clusters. Instead of
mapping each twitter message to a knowledge base[13], we mine phrases from
the cluster and map them to the most similar DBpedia articles. Therefore,
the named entities present in the clusters with respect to the original tweets
are mapped onto the most similar DBpedia article(s).
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In the next chapter, we would define our thesis problem and a solution
approach to the problem.



Chapter 3

Goal and Solution Approach

As stated earlier, there are two goals of this thesis.

First aim is to retrieve fewer number of tweets from the huge corpus of
tweets for each cluster for the data journalists to make sense out of data. The
second goal is to provide a semantic enrichment of the clusters formed from
the tweets by mapping the cluster elements onto the most similar DBpedia
article(s).

It is clear from the discussion so far that the two goals of this thesis
is based on clusters. Therefore, the first and foremost step is to form clusters
from the tweet corpus. Clustering of text data results into group of words,
each group denoting some event or topic. The words present in the clusters
is in form of unstructured text. Therefore, it is not possible to generate
summaries for each of the clusters from this unstructured text. Moreover,
mapping of each word from the cluster to the most similar DBpedia arti-
cle might result into erroneous results as individual words might convey a
meaning much different from the one conveyed by the tweets. Therefore, in
order to generate a summary for the clusters and to have a proper semantic
enrichment of the clusters, it is necessary to explore the relations between
the words present within the cluster. Hence, to convert this unstructured
text to structured meaningful units, we propose a method to mine phrases
from the words present within a cluster with the help of the original tweet
corpus.

Phrase mining results into a collection of structured meaningful units for
each cluster. As the words present within a cluster are most similar to each
other, it is likely to have a connection between the phrases mined from these
words. To study the pairwise relation between the phrases, a word graph

12
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will be constructed from the phrases. To have a better understanding of the
closely related phrases and to mine the most frequent phrases, graph parti-
tioning is to be done.

Thereafter, the longest path problem is to be solved for the word graph
formed from the phrases in order to have all the words from the cluster which
are related to each other. Nonetheless this longest path is the longest phrase
that could be mined from the cluster. In the following step, this longest
phrase is used to retrieve fewer number of tweets from the huge tweet cor-
pus and can be treated as the summary for the cluster. Therefore, a huge
reduction in the number of tweets is achieved. The data journalists will be
analyze the events based on much lesser number of relevant tweets.

However, the most frequent phrases mined from the graph partitioning
might not be a phrase relevant to the context of the original tweets. There-
fore, Wikipedia Categories, RDF predicates of DBpedia data set are exploited
to find the most relevant frequent phrases. These relevant are then mapped
to the most similar DBpedia article(s). All the words from the clusters which
do not form any phrases are also mapped to the relevant DBpedia articles.
Hence, the semantic enrichment of the clusters are achieved.

The figure below provides a pipeline of methods we propose in our work
to achieve the goal of this thesis.

Figure 3.1: Pipeline of Methods to be followed
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Chapter 4

Twitter Data and preprocessing

This chapter describes the tweet corpus used for the study followed by a
detailed description of the preprocessing techniques applied on the corpus.

4.1 Twitter Data

The data used in this study was collected by the newspaper The Guardian
as mentioned in Chapter 1 and made available to the European FP7 Project
PHEME.

While analysing the corpus, it is noticed that the users often mentioned
various URL links to Instagram pictures, YouTube videos, other tweets,
newspaper articles etc. in their tweets. These URLs needs to be taken care
of in the data preprocessing step as they might contain useful information.

Also, there are incomplete truncated hash-tagged words in the corpus.
This provides incomplete information which is not desirable. Therefore, we
find ways to tackle this issue during data preprocessing.

Apart from these two, no other significant properties are noticed in the
corpus. The following section lists the data preprocessing techniques to be
applied to this corpus so that it can be directly consumed by the methods
described in the following chapters of Methods section

4.2 Data preprocessing

Data preprocessing is a method of analysing and cleaning the unstructured
raw data to remove the redundant or irrelevant information present and

17
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making it accessible to various statistical modelling and machine learning
techniques. It is the one of the necessary task of Natural Language Process-
ing (NLP) , Information Retrieval (IR) and Text Mining, the complexity of
which depends on the data sources used.

Data if not processed properly in this stage can lead to some mislead-
ing results [70] It also helps in easy storage and effective retrieval of the data
from tweets. The pipeline of data preprocessing we followed with respect to
our tweet corpus consists of the following steps:

Figure 4.1: Tweet Pre-processing Steps

4.2.1 Stop Words Removal

In every language, there are a set of words which occur very frequently and
are used to connect the other words together to form a sentence. These words
play an important role in the grammatical correctness of the language. But
they do not provide us with any meaningful information specially when taken
out of the sentence. These set of neutral words are referred to as Stop words.

Since no valuable information about the content of the text is conveyed
by these stop words and their frequency is high, we prefer to remove them
before doing any text analysis. We have used NLTK1-based stopwords for
English to identify and remove the stopwords. The tweet corpus used for this
study comprises of 23.17% stopwords of the whole tweets.

4.2.2 URL Handling

Normally while handling twitter data, it is practised to remove the URLs in
the data preprocessing step. However, these URLs might carry useful infor-
mation. So, we do not remove the URLs. However, it is to be noted that an
URL can be more than 140 characters, so twitter shortens the link to 10-12
characters.[5]

Rather, we create an associated array, key-value pair,to store them. We

1 http://www.nltk.org/book/ch02.html



4.2. DATA PREPROCESSING 19

extract the URLs and assign an unique to key for each unique URL. Now,the
URLs in the twitter text is replaced by the unique keys from the associated
array. This associated array will help us to retrieve the URLs at a later stage.

4.2.3 Punctuation Removal

In any language, punctuation plays a vital role in conveying the context of
a sentence. But while text processing, dealing with sentences delimited with
punctuations such as −, ′ etc. is often problematic.
For example, our corpus contains tweets which has hyphenated words like
Re-used or same words without hyphen reused. Similarly, children’s and
childrens are present in the text, so we remove all the punctuations in the
tweets along with the ones occurring within an alpha-numeric sequence and
represent the tweets as bag of words. Therefore, children’s becomes childrens
and re-used becomes reused after punctuation removal.

Punctuation removal step should be done after URL handling. As URL
contains punctuations like ., /, , : etc. so in the previous step we substi-
tuted all the URLs with the unique keys. If, it was done the other way round
URLs would have been lost.

Generally, tweets would contain very few punctuation marks due to char-
acter limit. However, it is to be noted that hashtag (#) is very important
when dealing with tweets. So it is wise to remove all the punctuation marks
from the tweet collection except for the ”Hashtags”.

Another important aspect to be taken care of during this step is if a
hash-tagged word is followed by more than one full stop (.) similar to the
format (...), none of the dots are removed in this step because these dots
might denote truncated hashtag words. This is discussed in more details in
the next section Section 4.2.4

4.2.4 Completion of Truncated Hashtags

In order to express their thoughts within limited characters, users often end
up truncating the hash-tagged words in tweets. However, an incomplete hash-
tagged word followed by more than one dot (.), does not provide complete
information about the content. Some of the truncated hash-tagged words
found in the corpus are #lond..., #london..., #totten.... Therefore, based on
the available knowledge from the remaining tweets, we complete the miss-
ing information. However, it is noted that the data contains other complete
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hash-tagged words such as #london, #londonriots, #londoneye, #tottenham,
#tottenhamriots etc. Clearly there is disambiguity now to complete the miss-
ing information. #lond... could be #london or #londonriots or #londoneye.
Similarly, #totten..., could be #tottenham or #tottenhamriots. Completion
of truncated hash-tagged words is important and we use Levenshtein distance
to overcome it.

Levenshtein Distance, is a metric used to find the distance between two
string sequences. Suppose, a and b are 2 strings of length |a| and |b| re-
spectively then Levenshtein distance between these 2 strings is given by
leva,b(| a |, | b |). The mathematical formula for the same is given in Ta-
ble 4.1

Levenshtein Distance

leva,b(| i |, | j |) =


max(i, j) ,min(i, j) = 0

min


leva,b(i− 1, j) + 1

leva,b(i, j − 1) + 1

leva,b(i− 1, j − 1) + 1ai 6=bj

, otherwise

Table 4.1: Levenshtein Distance

In the mathematical equation of Levenshtein distance, 1ai 6=bj is the indica-
tor function equal to 0 when ai = bj and equal to 1 otherwise. leva,b(| i |, | j |)
is the distance between the first i characters of a and the first j characters of
b.[23]

The steps that has been followed to complete the truncated hash-tagged
words in the corpus are mentioned below.

• Find all the truncated hash-tagged words from the tweets and save
them in form of a list.

• Find all the complete hash-tagged words from the tweets and save them
in form of a list.

• Form a frequency dictionary for the completed hash-tagged words, in
which hash-tagged word is the key and frequency is the value.

• For each item in truncated hash-tagged list,find pairwise Levenshtein
distance (refer to Table 4.1) with all the completed hash-tagged words.
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• Replace the truncated hash-tagged word in the tweet with the complete
hash-tagged word for which the Levenshtein distance measure is less.

• If there is a tie in the Levenshtein distance (refer to Table 4.1) for a
truncated hash-tagged word w.r.t 2 or more complete hash-tagged word
then replace with the one which has the highest frequency.

• Form a dictionary in which the truncated hash-tagged word is the key
and the complete hash-tagged word which replaced the truncated one
as value. This dictionary is used in future for reference and care is
taken that no information is lost.

Continuing with the same example, if we follow the above steps we can
see that Levenshtein distance of #lond and #london is much less than that
of #londonriots, so we replace #lond with #london. In the corpus, 657
occurrences of truncated hash-tagged words are encountered among which
237 truncated hash-tagged words are unique. Out of total 487,780 number
of hash-tagged words including both truncated and complete ones, the trun-
cated ones apparently looks very less, but considering sparse twitter data, we
cannot afford to loose any information. Hence, the above steps are necessary
to interpret the missing information.



Chapter 5

Clustering

This chapter describes the implementation details of the clustering of the
tweets.

5.1 Introduction

Text Clustering has been studied widely in the field of data science. Cluster-
ing is a method of finding coherent groups (clusters) of similar objects from
unlabelled data. A more elaborate definition, for example, is stated in [71],
“These clusters should reflect some mechanism at work in the domain from
which instances or data points are drawn, a mechanism that causes some
instances to bear a stronger resemblance to one another than they do to the
remaining instances.”[24]

A simple, formal, mathematical definition of clustering, as stated in [25]
is the following: let X ∈ Rmxn , a set of data items representing a set of
m points xi inRn. The goal is to partition X into K groups Ck such every
data that belong to the same group are more “alike” than data in different
groups. Each of the K groups is called a cluster. The result of the algorithm
is an injective mapping X → C items Xi to clustersCk[24].

Clustering can be broadly classified into

1. Hard Clustering - Each document or object is assigned to exactly one
cluster or not.

2. Soft Clustering - Each document or object is distributed over all the
clusters with a certain likelihood degree.[30]

However, it can be divided into the following categories

22
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1. Strict Partitioning Clustering - Each document or object is assigned to
exactly one cluster.

2. Strict Partitioning Clustering with Outliers - A document or an object
may not belong to a specific cluster. These are termed as outliers.

3. Overlapping Clustering - Documents or objects may belong to more
than one cluster. This type of clustering is also known as Multi-view
Clustering or Alternate Clustering.

4. Hierarchical Clustering - As the name suggests, documents or objects
are clustered in a hierarchical manner.

5. Subspace Clustering - It is a type of Overlapping Clustering but within
an uniquely defined subspace clusters do not overlap.[72]

In this thesis, we want to achieve non overlapping Strict Partitioning Clus-
tering of the tweets. The first kind of clustering in the above mentioned cat-
egories. So, we have used k-Means clustering, the simplest and best known
unsupervised learning algorithm for document clustering. k-means is a strict
partitioning clustering because each data point is assigned to a cluster with
respect to a centroid.

k-Means is a NP hard optimization problem which finds only the local
optimum.[74] Like any other NP hard optimization problem, k-means also
tries to follow the common approach of finding approximate solutions. For
a data set containing n objects, k-means clustering aims to partition these
n objects into k clusters characterized by unique centroids or mean for each
of the clusters based on the features of the objects. The value of similarity
measure between the objects and the centroid is less within a particular clus-
ter whereas inter-cluster distances are maximum.[73]

Each and every tweet in the corpus is a single document or object. In
order to simplify the representation of documents or tweets, we represent
each tweet as a bag of words. In the next section we will discuss more about
representation of tweets in text clustering.

5.2 Tweet Representation

We use Vector Space Model (VSM) to represent the tweets. Vector Space
Model[31] is a way of representing text documents as vectors of identifiers. As
mentioned earlier, each tweet is an individual document and is represented
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in the form of bag of words. All the words present in the text is represented
as a list of words, without taken into consideration the order of occurrence
and grammar in the tweet. But, it does take into consideration multiplic-
ity of the words in a tweet. Table 5.1 below provides an example for the same.

Tweet
#tottenham eye witness tells BBC trouble erupted on
the streets after police “set upon” a 16yr old girl who

approached them
Bag of
Words

{tottenham, eye, witness, tells, BBC, trouble, erupted,
streets, police, set, upon, 16yr, old, girl, approached}

Table 5.1: Bag of Words

It is to be noticed in the Table 5.1 that Bag of Words does not contain
the stop words present in the tweet as they are removed from the corpus
during data preprocessing (refer to Chapter 4 Section 4.2.1). Also, ordering
of words in the original tweet and the grammar is not considered.

The tweets in form of bag of words are represented as vectors in the Vector
Space Model, also known as term vector model. Mathematically, we know
that a vector can be written as

v(T ) = a1
−→vi1 + a2

−→vi2 + ...+ an
−→vin (5.1)

where v(T) is the vector obtained from tweet T,
ak are the weights, hence scalar,
and −→vik are the components or the elements of the vector[6]. In vector space
model, terms are the axes in the space and the documents are vectors.

We have chosen the words in the tweets as terms, so the dimensionality of
the vector is the number of unique terms present in the tweet corpus. Gen-
erally, in vector space model to find the relevant documents with respect to
a given query similarity between each document and the query is measured,
both represented in form of vectors in the space. However, we do not look for
any query here. Instead, we are interested in finding the similarity between
the tweets. We will see in a later section how this similarity is measured.

The tweets in the vector space can be represented mathematically as
below:

di = {wi,1, wi,2, wi,3, ..., wi,t} (5.2)
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where di is the i-th tweet or document,
wi,j is the weight of the term j in tweet i.
If a term is present in the tweet, value of the term in the vector is non-zero.
The weights of the components of the tweet vector wi,j also known as term
weights, can be measured in a number of ways. The most popular amongst
them are Term Frequency, Term Frequency and Inverse Document Frequency.
Here, we have used the second weight measure which is the combination of
Term Frequency and Inverse Document Frequency. We will discuss about it
in more details in the next section.

5.2.1 TF-IDF

Term Frequency, as the name suggests is the frequency of a term in a
document.[35] Sometimes, the term frequency is normalized by dividing it
with document length. The length of the document is the number of unique
terms present in the entire document. There might be documents of different
lengths in the corpus, so there is a possibility of a term appearing more than
once in a longer document than in a smaller document. Therefore, normal-
ization helps in adjusting the term frequencies by eliminating the effect of
gross influences of certain terms in the document.

In our work, despite of the fact tweets have a limit of 140 characters,
some tweets may contain lesser words. But, clearly the possibility of having
a significant difference in frequency of a certain term, present in more than
one document is less. However, we want to have the frequencies measured on
a notionally common scale, so we divide the frequency of a term by the total
number of terms present in the tweet. Mathematically, Term Frequency tft,d
can be defined as below:

tft,d =
No.of times term(t) present in tweet d

Total number of terms in tweet d
(5.3)

As mentioned above, document d referred in Equation 5.3 is a tweet.[35]

On the other hand, Inverse Document Frequency value tells us about the
importance of a term across all the documents present in the corpus. It is
the measurement of how much information is conveyed by a certain term
in the corpus. Mathematically, Inverse document frequency idft,D can be
represented as follow:

idft = loge
N

|{d ∈ D : t ∈ d}|
(5.4)
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where N = |D| , total number of documents in the corpus and

|{d ∈ D : t ∈ d}| is the number of documents where term t appears. This
means that tft,d is not equal to 0. However, if the term is not present in the
document, then we divide by 1 + |{d ∈ D : t ∈ d}| in order to avoid divide
by zero error.[35]

It is also possible that a certain term might occur fewer times in the cor-
pus but has a significant role in conveying information than a frequent term.
If only Term Frequency method is used to assign the weights to the vector
then we might loose out on the less occurring significant terms. Inverse Doc-
ument Frequency method helps in scaling up the rare terms in the corpus
and scaling down the frequent terms.

Therefore, the weight measure Term frequency - Inverse Document Fre-
quency is given by:

tfidft,d,D = tft,d ∗ idft,D (5.5)

Effect of common terms are reduced in this weight measure, because high
value of tfidft,d,D is obtained if value of tft,d is high and idft,D is low. This
can be explained with the help of basic mathematical logic. If a term is very
popular among the tweets, i.e. appearing in many tweets then

N

|{d ∈ D : t ∈ d}|
≈ 1

Therefore,

loge
N

|{d ∈ D : t ∈ d}|
≈ 0

which makes tf − idf closer to zero, nullifying the strong effects of common
terms. After, the tweets are projected onto the vector space, we find the
similarity between the documents with the help of Euclidean distance, which
is discussed in the next section.

5.2.2 Euclidean Distance

In our thesis, the metric used to find the distance between two vectors in
the Vector Space Model is Euclidean distance [75]. In two dimension, the
Euclidean distance can be mathematically expressed as below:

d(~a,~b) =
√

(b1 − a1)2 + (b2 − a2)2 (5.6)
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where ~a = (a1, a2) and ~b = (b1, b2). Since, the dimension of the vectors
formed from the tweets are n-dimensional. Equation (5.6) can be re-written
as

d(~a,~b) =
√

(a1 − b1)2 + (a2 − b2)2 + .....+ (an − bn)2 (5.7)

where ~a = (a1, a2, ..., an) and ~b = (b1, b2, ..., bn)

5.3 Clustering Algorithm

As stated earlier, the two goals of the thesis revolves around the improvement
of the clusters by selecting fewer number of tweets as summary for cluster
and also by semantic enrichment of the cluster. Therefore, generation of the
clusters from the tweet corpus is the foremost task of this thesis. Needless
to mention that the clusters formed are the input to the methods mentioned
later chapters of the thesis. The k-means clustering for the tweet corpus is
explained in the sections below.

5.3.1 Selecting k in k-means algorithm

Elbow Method [85], one of the most commonly used methods of determining
k for k-means algorithm is used in our work. In this method, sum of squared
errors are calculated for some values of k i.e. number of clusters. The sum of
squared error is defined as the sum of squared distances from each data point
to it corresponding centroid. Therefore, sum of squared distance between
each tweet vector and its centroid is calculated. The sum of squared errors
are plot against the clusters. The suitable value of k is selected from the
graph where the curve decreases drastically. However, the curve displays a
uniform decreasing pattern after that point. The Figure 5.1 below depicts
the graph for Elbow method for our data. The number of clusters are plotted
along x-axis and sum of squared errors in y-axis. It can be observed that
the graph drops dramatically for k = 7 and the graph follows a definite
pattern after that point. Also, as we are aware that seven different incidents
are contained in the tweet corpus used. Therefore, k = 7 is chosen for the
k-means algorithm.
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Figure 5.1: Elbow Method to determine k

5.3.2 k-means clustering for tweets

Lloyd’s k-means clustering algorithm has been used for tweet clustering [73].
The algorithm separates n data points into k clusters. Here, we consider each
document or tweet as a data point. The algorithm consists of the following
steps:

1. Choose k random points as cluster centers also known as centroids. Let
it be µi where i= 1,2,...,k.

In our approach, k random vectors formed from the tweets are selected
as centroids in the initial step.

2. Assign each data point to the closest centroid.

Distance between the data points and the centroids are found using the
formula

k∑
i=1

∑
x∈µi

|x− µi|2 (5.8)

Assignment of the clusters is done by

ci = {j : d(xj, µi) ≤ d(xj, µl), l 6= i, j = 1, 2, .., n} (5.9)

The algorithm calculates the distance between each tweet vector with
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all the centroid vectors and assign the tweet vector to the centroid for
which the distance is less.
Therefore, Equation (5.8) can be re-written representing the distance
of the vectors to the cluster centers [39] as

K∑
i=1

∑
x∈µi

d(x, µi) (5.10)

where d(x, µi) is a generic distinct function given by

d(x, µi) = (x− µi)TD(x− µi) (5.11)

where D is the distance matrix. This is the matrix formulation of
expression 5.11. The assignment of the clusters is represented by a
matrix U having dimension K × n. The elements of U is given by
uki = 1, if the ith data point belongs to cluster k [39]. Therefore,
matrix U satisfies the condition

K∑
k=1

uki = 1,∀i = 1, ...n (5.12)

K∑
k=1

n∑
i=1

uki = n

As before, the assignment of the clusters is done by

uki =

{
1 if d(xi, µk) ≤ d(xi, µj), for each j 6= k

0 otherwise
(5.13)

3. Compute the new centroid of the clusters with respect to the newly
assignment of the points

µi =
1

|ci|
∑
j∈ci

xj,∀i (5.14)

where |ci|= no. of elements in cluster ci

After all the tweet vectors are assigned to the nearest centroids, the
centroid vectors are updated with the new assignment of tweet vectors
to the corresponding centroid vectors.

4. Repeat steps 2 and 3 until there is no change in centroid assignment.
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However, it is to be noted that Equation (5.8) is the sum of squared
distances which is same as squared Euclidean distance mentioned in Equa-
tion (5.7). As square root is a monotone function hence it is minimum
Euclidean distance.

Despite of the fact that choosing k before-hand might not seem to be
feasible but experimentally we have seen Elbow method and Gap Statistic
Method provided us with optimal suitable k. However, flat clustering method
is chosen over hierarchical clustering method because run time for the later
is O(n2) while for any flat clustering method it is O(n). Therefore, for a huge
collection of tweets hierarchical clustering will be very slow in execution.

5.3.3 k-means++ clustering for tweets

The termination condition of k-means clustering algorithm is that the assign-
ment of data points to a cluster does not change. So, each step is designed
to achieve the local optimum. We have already seen that in the first step of
Lloyd’s algorithm mentioned above, k random points are chosen as centroids.
Therefore, this local optimum obtained in each step is solely dependent on
the initial choice of points. The perfect choice of the initial centroids could
lead to a local optimum much closer to the global optimum. To make a good
choice of initial points a new algorithm is introduced by Arthur, D.; Vassilvit-
skii, S. [38] known as k-means++. The first step of selecting random points
as cluster centers in Lloyd’s k-means clustering is replaced by the following
steps in k-means++ algorithm.

1. Choose the initial cluster center say µ1 at random amongst all data
points.

In our approach, choose a random vector from the tweet vectors as the
initial centroid.

2. For all the data points, compute D(x), the shortest distance from data
point x to the nearest already chosen cluster center µ1.

This means distance is calculated between each tweet vector and the
vector chosen as the initial centroid.

3. Choose the next center µi equal to an data point x′ with a probability

p =
D(x′)2∑

x∈X
D(x)2

(5.15)
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This weighting measure used is known as D(x)2 weighting.

The next centroid to be chosen is the tweet vector with the probability
given in Equation (5.15)

4. Step 2 and 3 are repeated until k initial points are selected.

5. Continue with the normal k-means algorithm already mentioned in the
last section.

The data points mentioned in the above algorithm are the vectorized
tweets. However, even though 3 more steps are introduced it does not have
much effect in the run time of the algorithm. Clearly, the first step of choosing
cluster centers takes more time compared to the random selection method of
k-means. But, the rest of the algorithm converges quickly because of better
choice of initial points. Thus the overall computation time is lowered.[38]

In our work, k-means++ algorithm when applied to the tweet corpus
resulted into seven clusters, each containing a group of words. Table 5.2
provides an example of two of the given below are 2 of the seven clusters
formed from the tweet corpus.

Cluster 0
girl, police, 16, old, tottenham, year, started, riot, bbc,

beat, battered, brixton, url 248, eyewitness, beating,
news, riots, sparked

Cluster 1
zoo, london, londonriots, animals, broken, tiger, let,

escaped, loose, large, reports, hearing, far, streets, true,
tigers, camden

Table 5.2: Clusters

Therefore, the clustering of the tweets resulted into group of words which
are similar to each other within the group. But, these clusters are in form of
unstructured text. Data journalists when provided with these clusters could
not make much sense out of the data. Hence, unfit for analyzing the underly-
ing nature of the tweets as the individual words from the cluster might have
ambiguity in interpretation.

To solve this ambiguity of interpretation, processing of the clusters is re-
quired. Since the words within the clusters are similar to each other depicting
some common event or topic, therefore in the next chapter we would try to
transform the unstructured text into structured meaning units using phrase
mining.



Chapter 6

Phrase Mining

In the last chapter, clustering of the tweet corpus using k-means++ clus-
tering algorithm is discussed. However, a close look into the clusters (refer
Table 5.2) reveals that there is room for improvement in the cluster output
making it suitable for the phrase mining process to follow . The first part
of this chapter describes a post processing technique of handling URLs to
improve the quality of the cluster output. The second part of the chapter
includes a detailed description of the methods developed and implemented
for mining of phrases from the clusters.

6.1 Post Processing

Post processing is an important technique of refining the output of a process
to make it accessible for the other methods to follow and also for better user
understanding. In this section, post processing technique to refine the clus-
ters is discussed.

First and foremost, the URLs which were removed by unique keys (refer
to Chapter 4 Section 4.2.2) are reverted back.

6.1.1 URL handling

The clusters obtained by applying k-means++ clustering algorithm in the
tweet corpus may contain some of the keys from the URL dictionary (refer
to Section 4.2.2). The keys are being replaced with the corresponding values
from the dictionaries. For example,

32
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Cluster
girl, police, 16, old, tottenham, year, started, riot, bbc,
beat, battered, brixton, url 248, eyewitness, beating,

news, riots, sparked

Table 6.1: Cluster

In the cluster mentioned in Table 6.1, url 248 is a key in the url dictio-
nary created during pre-processing. In this step, it is replaced with the url
corresponding this key from the dictionary.
After replacement the cluster looks like

Cluster
girl, police, 16, old, tottenham, year, started, riot, bbc,

beat, battered, brixton, http://t.co/RNSH0rI,
eyewitness, beating, news, riots, sparked

Table 6.2: Cluster after URL Handling

This method is repeated for all the clusters to replace the URL keys
with the original URLs. The reason behind retention of URLs is that these
are links to Youtube videos, newspaper articles, media sources, Instagram
images, links to other tweets etc. which are used by the twitter user very
frequently, hence providing important relevant information. Therefore, the
cluster outputs now containing the actual links would help the data journal-
ists to get hold of the other sources of information related to the tweets.

6.2 Mining of phrases

As already discussed, clustering of tweets resulted into groups of words called
clusters where cluster represents a topic. However, when words in the clus-
ter are considered individually it does not always make the same sense as
conveyed by the original tweets. Thus, it becomes difficult to interpret the
content of the original tweets a certain cluster is representing by looking at
the individual words. Let us take an example to have better understanding
of the problem. One of the seven clusters obtained from the k-means++
clustering algorithm is considered in Table 6.3
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Cluster
zoo, london, londonriots, animals, broken, tiger, let,

escaped, loose, large, reports, hearing, far, streets, true,
tigers, camden

Table 6.3: Cluster subjected to Phrase Mining

In the cluster mentioned above in Table 6.3, we can see that the words
London, zoo, eye etc. are present. As discussed earlier, our final goal is to
have an effective semantic classification of the cluster output i.e. effective
mapping of the words from the cluster onto DBpedia. So, the individual
words London, zoo, eye when mapped onto DBpedia it might not refer to
the exact information conveyed by the tweets. DBpedia provides separate
dedicated page for each of the three words London, zoo and eye containing
detailed information of the topic.
http://dbpedia.org/page/London, http://dbpedia.org/page/Zoo and
http://dbpedia.org/page/Eye are the URLs of DBpedia articles for ‘Lon-
don’, ‘zoo’ and ‘eye’ respectively.

However, there might be chances that in the original tweets ‘London eye’
or ‘London zoo’ are referred instead of these three individual words. There-
fore, we intend to find phrases from the words within the cluster. Phrase
mining technique helps in extracting salient features from the cluster con-
verting the unstructured cluster into structured meaningful units. As a re-
sult, it would help us to find the underlying story of each cluster.

As we know, a phrase is a group of words appearing as a unit within a
sentence, portraying a specific concept. The agenda here is to form phrases
from words in the cluster with the help of the original tweets.

Bedathur. S., et al [68] proposed a technique of mining top-k interesting
phrases from ad-hoc subsets of the corpus using indexing technique. How-
ever, we intend to mine phrases from the clusters with the help of the original
corpus but the position of the phrase in the documents is beyond the inter-
est of this work. Therefore, a method involving the formation bigrams from
the original tweets and comparing with bigrams formed from the cluster is
proposed.

Before, the steps to mine phrases are explained we would throw some light
on the concept of bigrams for better understanding of the method developed.
A bigram is a sequence of two adjacent elements in a string of tokens. Here,
each tweet is considered as a string of tokens and each word in the tweet as

http://dbpedia.org/page/London
http://dbpedia.org/page/Zoo
http://dbpedia.org/page/Eye
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elements. A combination of any two adjacent words in the tweet is a bigram.
For example, let us consider the tweet

First hand account on BBC News: police beating a16 year old girl sparked
the riot.

Here, any combination of two words such as on BBC or BBC News forms
a bigram. So from each sentence of length N, i.e. number of words present in
the sentence is N, we can have N-1 bigrams. But not all bigrams are impor-
tant for us as they do not provide relevant information. The most obvious
way of finding relevant bigrams is

1. Find all possible bigrams for all the tweets in the tweet collection.
For e.g. Bigrams formed from a single tweet
First hand account on BBC News: police beating a16 year old girl
sparked the riot are given in Table 6.4.

Tweet
First hand account on BBC News: police beating a16

year old girl sparked the riot

Bigrams

First hand, hand account, account on, on BBC, BBC
News, News police, police beating, beating a16, a16

year, year old, old girl, girl sparked, sparked the, the
riot

Table 6.4: Bigrams obtained from the tweet

Similarly all possible bigrams are obtained from all the tweets in the
corpus.

2. Form all possible permutation of bigrams from the words present in
the cluster in which order of the words in the phrases matter i.e. all
possible pairing of words present in the cluster. Table 6.5 consists of an
example to have a better understanding of this step. The same cluster
example used previously in this chapter is considered.

3. Compare the bigrams formed in step 1 with the bigrams obtained in
step 2. If they match, we conclude that these bigrams provides us with
relevant information.

But this approach has some major drawbacks. Finding all possible bi-
grams and storing them in form of lists requires a lot of space and increases
space complexity as well as the time complexity. Also, not all the bigrams
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Cluster Random Bigrams
zoo, london, londonriots, ani-
mals, broken, tiger, let, escaped,
loose, large, reports, hearing, far,
streets, true, tigers, camden

london londonriots, londonriots
london, london zoo, london eye,
london reports, london animals,
london tiger, london tigers, lon-
don broken, zoo london, eye zoo
etc.

Table 6.5: Random Bigrams from Cluster

formed in the second step are useful for us. To avoid these pitfalls we apply
the following steps to mine phrases.

1. For each word in the cluster, find the list of words which occurs just
before the word and the list of words which just after the word in the
original tweets.

2. Compute bigrams out of this list of words in the form
{previous word, cluster word} and {cluster word, next word}.
Here, the word before the cluster word in the original tweets is referred
to as previous word and the word after the cluster word in the original
tweets is referred to as next word.

3. Check if the same bigrams can be formed from the words in the clusters.

4. If such bigrams can be formed from the words in the cluster we call
them phrases.

5. Repeat the above steps for all the clusters.

Let us put forward an example for better understanding. Re-using the
same examples used before

The words police, girl, 16, old, year, beating etc. present in the cluster
does not explain the original content when considered individually. This is
due to the fact we are yet to find the topics each cluster is depicting. So,
we attempted to put them together. By following the steps as mentioned
above we have formed bigram phrases like 16 year, year old, police beating
etc. Table 6.6 shows a few of such bigrams obtained from the cluster with
the help of the original tweets.
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Cluster Bigrams

girl, police, 16, old, tottenham,
year, started, riot, bbc, beat,

battered, brixton,
http://t.co/RNSH0rI,

eyewitness, beating, news, riots,
sparked

(beating 16), ( police beat), (girl
battered), (old tottenham),

(police battered), (girl sparked),
(year old), (riots started),

(battered 16), (sparked
tottenham), (tottenham girl),
(police tottenham), (beat 16),

(riot police) etc.
zoo, london, londonriots,

animals, broken, tiger, let,
escaped, loose, large, reports,

hearing, far, streets, true, tigers,
camden

(tiger escaped), (londonriots
london), (london zoo), (tigers

roaming) etc.

Table 6.6: Bigram Phrases mined from Clusters

Until now, phrases are mined from the clusters which would eventually
help in summarization of the tweets for each cluster and also effective se-
mantic classification of the cluster output. To obtain the summarization of
the tweets a link between the words of the clusters needs to be established
to have a better understanding of the underlying meaning conveyed in each
cluster. To bridge this gap, a phrase mining method to form structured
meaningful units from the words in the cluster is proposed in this chapter
which brought a step closer to the goal by connecting the words together. In
the next chapter, we would explore the relation between these phrases and
discuss methods to connect them together to have summary of tweets.



Chapter 7

Word Graph and Graph
Partitioning

7.1 Introduction

This chapter contains detailed description of the methods developed and im-
plemented to establish the connection between the mined phrases (refer to
Chapter 6 Section 6.2). As stated earlier, these phrases are bigrams formed
from the clusters with the help of original tweet corpus. It is to be noted
that a certain word from the cluster can be part of more than one phrase.
Hence, the phrases having common words can be linked up together. It has
been seen in the past that graphs are the most common choice to represent
such a model and study pairwise relations between objects. Therefore in our
study, graphs are used to analyze the pairwise relation between the phrases.
However, in English language ordering of the words in a sentence is impor-
tant. This is because minute change in the order of the words in the sentence
might convey a meaning different from the original sentence. Therefore while
studying the pairwise relation of the phrases, it is important to know the or-
der of the words in the phrases. Hence, an efficient and feasible way of doing
it is to construct a directed graph of words from these phrases.

There are a number of techniques to generate word graphs. We intend to
build a word graph denoted by G = (V,E) representing the phrases, where
V denotes the set of vertices or nodes of the graph and E denotes the set of
edges between the vertices. As it is a directed graph so there exists directed
edges or arrows between nodes. We will discuss about the different word
graph construction techniques in the next section and exploit their properties
to define the set of vertices and the set of edges to model the relationship
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between the mined phrases. However, since the graphs are to be generated
from the phrases formed in the last section, so it is needless to say that the
graphs to be generated will be finite graphs. Different set of phrases have
been mined from different clusters, so there will be atleast one graph for each
cluster.

7.2 Related Work on Word Graphs

In the past, researchers have come up with different methods to represent
the words in the form of graphs. Sergey Kitae et al. [44] defines word-
representable graph which studies the different patterns of letters within
a word. But, we are interested in studying the relation between pairs of
phrases. Pattern of words within the mined phrases is not the goal of this
step. Therefore, word representable graph method could not be extended to
our study.

Directed Acyclic Word graph is another most commonly used word graph
to study the pairwise relation between words. Directed Acyclic Graph (DAG),
as the name suggests is a directed graph that has no cycles. The precedence
constraint i.e. the ordering of the occurrences of the words, for DAG is rep-
resented by a tuple of vertices (vi, vj), i.e. vi precedes vj so there exists a
directed edge from vi to vj.[76] This property of DAWG satisfies the criteria
of the ordering of phrases in our study.

Directed Acyclic Word Graph (DAWG), also known as Deterministic
Acyclic Finite State Automation[45] is a data structure that represents set of
strings. It inherits all the properties of Directed Acyclic Graph. It consists
of a single source vertex and each vertex has at most one outgoing edge,
hence the name Deterministic Acyclic Finite State Automation. Each edge
is labelled by one possible letter or symbol. Therefore, the sequence of letters
or symbols along the path of the graph from source vertex to any leaf vertex
represents a string. The source vertex is considered to be the one which has
no incoming edge to it. It is to be noted that DAWG nodes can have multiple
parent nodes. The example given in the illustration below provides a much
better understanding.
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Figure 7.1: Directed Acyclic Word Graph

Here, we have a very small DAWG containing the words City and Pity.
EOW represents End of Word, i.e. the goal state for a certain word. Now,
if we want to search for the word City in the graph, first we have to find
the letter C, then travel along the path of the graph until we reach EOW.
So, here C followed by I, T and Y respectively gives us the word City. This
DAWG contains two words with different beginning but with same ending.
DAWGs with same beginning and different endings are also possible. A leaf
node means end of a word. Multiple parts of different words can also be sim-
ilar. However, one can encounter more states after one EOW is reached.[77]

The Directed Acyclic Word Graph considers the ordering of the letters
in the words and each edge of the graph is denoted by a symbol. This helps
in easy access to the attached information to each symbol. Therefore, this
method can be extended to be applied in our study to construct a word graph
from the phrases mined (refer to Chapter 6 Chapter 6).
For example, London Eye, London Zoo are two of the such phrases mined
from the clusters. So, a modified version of Directed Acyclic Word Graphs
can be constructed to accommodate the phrases by replacing the letters in
the edges with words. The intuition of this modified directed word graph is
illustrated in the Figure 7.2 below.

Figure 7.2: Intended Word Graph
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The edges contains the words from the phrases. The edges are directed
from London to Eye or to Zoo in accordance to the order of the words in the
phrases. EOP in the graph denotes End of Phrase. A closer look into the
intuition of this modified word graph allowed us to dig into another type of
commonly used graph for set of strings, known as phrase graph.[45]

7.3 Phrase Graph

Phrase graph as explained by Nichols, J. et al. [47]

The phrase graph consists of a node for each word appearing in any status
update, and an edge between each set of two words that are used adjacently
in any status update.

The authors of this paper[47] found out ways to summarize sports events
from the status updates in Twitter. They formed phrase graph from the
longest sentence of each status update. The illustration below is an example
from the paper which helps in understanding the structure of phrase graph
for the status updates:
Landon Donovan scores!, Donovan scores a brilliant strike, Landon Donovan
is brilliant.
Each word in the status is labelled as each node in the graph. The weight as-

Figure 7.3: Phrase Graph (Source:Fig.3 Nichols, J., et.l,(2012) [47])

sociated with each node gives the frequency of the word in the corpus. While
tweeting, retweeting or updating status related to a certain topic many words
or phrases are used repeatedly by the users. This is due to the fact that the
users are referring to the common elements in the status. Therefore, a lot du-
plicate words or phrases are found. Instead of putting same data in the graph
over and over again, the authors removed the duplicate tokens with a score.
Stop words are considered to have 0 frequency, hence is and a has weight 0
in the graph (see Figure 7.3). Alpha-numeric characters are also ignored. A
directed edge between two nodes vi and vj implies the word represented by
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node vi appears before the word represented by node vj in the status. This
phrase graph is similar to the word graph we intend to construct as shown
in Figure 7.2. Therefore, it is important to know the steps to construct a
phrase graph.

7.3.1 Construction of Phrase Graph

Sharifi, B., et al. [48] explains an easy method to build a phrase graph. The
methods selects the twitter posts which contains common phrases on one side
of the search phrases and then select the common phrases on the other side
from the selected twitter posts. The phrase graph proposed in this paper
is acyclic, therefore we can conclude that it is a tree. So, the terms graph
and tree are used interchangeably in this section. The steps proposed by the
authors to construct the phrase graph are as follows.

1. Graph considers a search topic or a phrase to be the root node.

2. The left hand side sub graph of the tree will contain the words or
phrases appearing before the root node phrase in the input sentences
whereas the right hand side will consist of the words appearing after
the root node phrase in the input.

3. For each duplicate token encountered, in the set of input sentences
containing the root node for this specific graph, the corresponding count
for the token is incremented.

4. The position of the words are considered while calculating the frequency
of the words. If a certain word appears in two sentences containing the
same root node phrase, but once to the right of the phrase, another
time to the left, then, the frequency of the word is counted one for the
right tree and one for the left tree.

5. For each unique word encountered a new node is added to the left
subtree or the right subtree depending on the position of the word in
the input sentences.

It is clear that this approach merges the common words and the subsequences
present in the set of input sentences depending on their position. Thus, it can
be concluded that it acts similar to compressed tries. However, compressed
tries does not work well with large amount of input sentences due to memory
over burden. This algorithm as suggested by Sharifi [48] is easy to implement
but it involves huge memory space. Moreover, this method determines the
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mostly overlapping phrase depending on the search topic.

On the other hand, Daciuk, J., et al. [45] has provided a minimal ap-
proach to construct the finite state automation for a set of strings. The
method introduced in this paper adds new string one by one and minimiza-
tion of the resulting automation is done on the fly. In case of sorted data,
when a new word is to be added to the graph, only a sub part of the whole
graph is traversed and altered. The new word might start with a symbol
which is entirely or partially same as the first symbols of the existing words
in the graph. Therefore, only the suffix needs to be altered. Similarly, if the
new word starts with different symbol, and the tail part already exists in the
graph links are to be created from the newly formed nodes to the already ex-
isting suffix. Therefore, each step of new word insertion includes one register
search step and one register insertion step. The authors proposed the usage
of hash tables to have a constant time complexity. The algorithm proposed
is quite efficient having a time complexity of O(l log n), where O(log n) is the
search complexity, n being the number of states in the minimized dictionary
and l is the total number of letters in the input list. In case of unsorted
data, some of the states are cloned if a confluence is encountered followed by
alteration of nodes.

In our study, we intend to establish a connection between the phrases in
the cluster with the help of the overlapping phrase words. Since the phrases
are bigrams therefore it is unlikely to have a common prefix or suffix subse-
quence with respect to a search word. Therefore, the phrase graph construc-
tion method[48] cannot be solely applied in our study. On the other hand,
Construction of Deterministic Acyclic Finite State Automaton or DAWG [45]
would be advantageous in construction of phrase graph because it considers
prefix, infix and suffix redundancy. As, a result much lesser states needs to
be created and traversed compared to a compressed trie structure. Also, it
has much lesser time complexity as well. Therefore, a combination of phrase
graph and directed acyclic word graph would help in achieving the goal.

7.4 Directed Word Graph for Phrases

Our main interest to construct a phrase graph lies in finding out the missing
links within the cluster words. In Section 6.2 of previous chapter, we have
seen that bigrams are formed out of words in the cluster with the help of
original tweets. Each cluster will contain the set of words closely related
because these words describe the same incident. Therefore, it is likely to
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consider that the words in the cluster must have occurred several times in
the original tweets. These words are nothing but the descriptors that de-
scribe the contents within the cluster. So, the intuition is that the phrases
mined in Section 6.2 must have occurred multiple times in the tweets. Instead
of finding the occurrences of individual words as suggested in the research
work[48, 47, 45] discussed in last section (refer to Section 7.3.1), the occur-
rences of the bigrams formed from the cluster words are calculated. So a
dictionary containing bigrams as keys and their corresponding frequencies as
values is constructed. It also helps us to maintain the order of the occur-
rence of the words in the original tweets. For example, we consider london
riots and riots london as different phrases because the ordering of words is
important. We will use the frequency of the bigrams in the phrase graph
as weights. Another improvisation is made to the phrase graph algorithm is
that the weights are given to the edges of the graph and no longer associated
with individual nodes. The following algorithm is used in our method to
generate such a phrase graph.

Directed Word Graph for Phrases
Input : Set of phrases
Output : Word Graph formed from this set of Phrases

1. Choose a random phrase from the set of mined phrases.

2. As the phrases are bigrams, the two words present in this phrase forms
the two initial nodes of the graph.

3. A directed edge is constructed from node u to node v if the word u
appears before the word v in a phrase (u,v)

4. Each edge has a weight associated with it which represents the fre-
quency of the phrase (u,v) in the original tweet corpus.

5. Check the list of phrases to find if there exists any phrase(s) containing
either of the words from the initial phrase.

(i) If yes, add a new node to the graph and a directed edge de-
pending on the order of the words in the phrase as mentioned in Step
3. Further, recursively continue step 5 until no new nodes are to be
added.

(ii) If no, continue step 1-5 for all the remaining phrases.
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Let us consider an example to understand the algorithm properly.

Cluster
girl, police, 16, old, tottenham, year, started, riot, bbc,

beat, battered, brixton, http://t.co/RNSH0rI,
eyewitness, beating, news, riots, sparked, 16yr

Few
Phrases

tottenham riot, tottenham girl, riot police, police
beating, beating 16

Table 7.1: Cluster and few Phrases mined from the cluster

Now, some of the phrases formed from this cluster (refer Section 6.2) are
mentioned in Table 7.1.

To construct a phrase graph from these phrases an empty graph is con-
sidered to start with. Therefore, the first and foremost step to construct the
word graph for phrases is to select a phrase randomly. Let it be tottenham,
riot. Two nodes, one for tottenham and the other for riot is added to the
empty graph. Now, tottenham appears before riot in the phrase tottenham
riot, so a directed edge is constructed from tottenham to riot. The value at
the edge is added to represent the frequency of the bigram tottenham riot
in the original tweet corpus. The frequency of the phrase tottenham riot is
124 so the edge from , tottenham’ to ‘riot’ has a weight value of 124. In the
next step, the list of remaining phrases are checked to find if any of these
two words in the graph are present in any of the other phrases. In this ex-
ample, tottenham girl and riot police are the two overlapping phrases with
the previous phrase tottenham riot. Therefore, two more nodes are added to
the graph and a directed edge from tottenham to girl and another directed
edge from riot to police are constructed. The same process is repeated for
the new nodes added to the graph. Below is the illustration of an example
of a directed word graph created from the cluster.
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Figure 7.4: Directed Word Graph for Phrases

However, it is to be noted that overlapping of words within phrases forms
the basis of the graph. Therefore, there is a possibility of cycles to exist in
the graph hence it is non-acyclic. Hence, there is a necessity to partition the
graph and remove the cycles to obtain the longest path from the graph which
would eventually help in the selection of tweets for each cluster.

7.5 Graph Partitioning

Graph Partitioning is a NP hard problem and are solved mostly by heuristic
methods. Some of the methods are based on local search strategies whereas
other are based on global search. Kernighan-lin algorithm proposed by Fid-
ducia, M. and Mattheyses [78] is one of the most widely used heuristic local
search based graph partitioning algorithm. The algorithm attempts to find
out two disjoint subsets of nodes A and B from the whole set of nodes V, of
same size such that the sum of the edges of the nodes from A to the nodes
in B are minimized. This is done by choosing some random initial partition
of the set of vertices V. However, wrong choice of initial partition might end
up in producing worse results.

Multiway Cut problem is another possible method of graph partitioning.
As explained by Calinescu, G., et al. [49] multi-way cut problem for an
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undirected graph. The main aim is to delete a set of edges such that each
terminal in the set T belongs to a separate component. The total weight of
the edges to be deleted should not exceed a certain weight W. Since order-
ing of the words in the phrases are important hence the option of replacing
directed edges with the undirected edges of the graph and perform multiway
cut problem is discarded.

Another approach of phrase graph as explained by Leskovec, J., et al. [46]
is a graph whose each node consists of a whole phrase. The authors provides
a method for meme tracking with applications to the news cycle and find the
popular memes and their changing patterns over a given period of time. The
original quote(s)/meme(s) is(are) the root node then other nodes are added
subsequently over time with slightest variation of the original post. Also, at
some point of time it is found that one post is influenced by two or more
memes/quotes. Clearly, there is a possibility of more than one incoming edges
for a certain node. Figure 7.4 is an example taken from the same paper[46]
to have a better understanding of the phrase graph. A small portion of the
variants of Sarah Palin’s quote is displayed in the graph. We can see two
variants(nodes) are giving rise to a single variant(node) at the beginning of
the graph, which in return gets split into two parts and it goes on in the
similar way. So as mentioned previously, it can be noticed in the figure that
more than one incoming edges ( coming from nodes marked as node 1 and
node 2 ) to the 3rd node(marked as node 3)

Figure 7.5: Phrase Graph Source: Figure 1 Leskovec, J., et al. [46]
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Similar issue has also been encountered in our the phrase graph generated
(see Figure 7.4). It is important to have a proper understanding of data
regarding what is vital and what is incidental. The goal in this step is to find
most frequent pairs of words i.e. bigrams. Similar to the phrase graph as
illustrated in Figure 7.5 [46], the word graph for phrases constructed in our
work also have more than one incoming edges to a given node. Therefore,
we follow the heuristic graph partition technique suggested by the authors
of this paper [46]. Partitioning of the graph G(V,E) is done by deleting the
set of edges having minimum total weight, so that each resulting component
is single rooted.
The following steps are developed and implemented in our work to partition
the word graph formed from the phrases.

1. For each node find the set of all the minimum incoming edges.

2. Delete these set of edges

As a result, all the nodes in the graph will have indegree(v) = 1 , where
v is any vertex from the vertex set V, i.e. only one incoming edge for each
vertex/node. Deleting the edges having minimum weight implies we have
the node which has the highest weight. Therefore, our graph represents only
those phrases which are most frequent in the tweets. Figure 7.6 illustrates
the steps involved in graph partition. The crosses marked in red in the
Figure 7.6 are some of the nodes to be deleted from the graph. For example,
node labelled tottenham has three incoming edges having weights 2, 2, and
13 respectively. The edge with a red cross marked on it in the Figure 7.6 is
the edge with weight 2 coming from node police. This edge will be removed
during graph partitioning. Another incoming edge having weight 2 to the
node tottenham from the node sparked is also removed in this step. The edge
with weight 13 is retained. Therefore, it can be concluded that the phrase
old tottenham is the most frequent phrase in the tweets. Similarly it works
for all the other nodes. Figure 7.7 gives the graph after partition is done.



7.5. GRAPH PARTITIONING 49

Figure 7.6: Steps of Graph Partition

Figure 7.7: Graph after Graph Partitioning is performed
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Therefore, a link between the phrases is established and the redundant
phrases are removed by partitioning the graph formed from the phrases.

7.5.1 Removal of Cycles from Graph

The agenda of graph partitioning is to find the longest path from each graph
which would eventually help in selection of tweets for each cluster. The
detailed discussion about the methods involving the selection of tweets is
done in the next chapter. However, it is to be noticed that the graph might
still contain cycles due to overlapping words among the phrases. Therefore,
in order to obtain the longest path from each graph the cycles are to be
removed. The following steps are performed to remove the cycles from the
graph.

1. Find all the cycles present in the graph.

2. For each cycle, find the list of nodes and the edges present in the cycle.

3. Remove the edge from the cycle which has the minimum weight.

The illustration given in Figure 7.7 provides a proper example. After the
partitioning of the graph using the heuristic method [46], the graph contains
a cycle consisting of the nodes tottenham, riot, police, beat, 16, year, old,
tottenham. The minimum value at edge is 12 (refer to Figure 7.4) which is
the frequency of the bigram phrase tottenham riot. Removal of this edge from
the graph in Figure 7.7 generates a graph without any cycle. The illustration
below is the graph obtained after the removal of cycle.
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Figure 7.8: Directed Acyclic Word Graph for Phrases

Therefore, the word graph after partitioning and removal of cycles can
now be termed as Directed Acyclic Word Graph. In the next chapter, we
would focus on selection of the tweets for each cluster which would offer a
summary of data set that was the basis of building the cluster.



Chapter 8

Selection of Tweets for Clusters

In this chapter, we would discuss the methods implemented to select few
tweets from the original corpus for each of the clusters. These selected tweets
for each of the clusters offers a summary of the data set that was the basis
for building the cluster.

In the previous chapter we have discussed the methods to construct the
directed word graph for phrases. In this chapter, the properties of the word
graph are exploited to automatically select few tweets to summarize the
clusters. In the first section of this chapter, a suitable method to find the
longest path from the word graph formed from phrases is discussed. The
second section includes a detailed discussion of the method developed and
implemented to select tweets from the original corpus based on the longest
path(s) obtained from phrase graph(s).

8.1 Introduction

Until now we have seen that bigram phrases are mined from the clusters. To
study the pairwise connection between these phrases, a directed word graph
is generated from the phrases. Thereafter, partitioning of the directed word
graph formed from the phrases is done to obtain the set of phrases which are
closely related. To explore this set of closely related phrases, longest path is
to be determined from this directed word graph.

As the longest path of a graph contains the maximum number of nodes
from the graph so it is used to select the relevant tweets as summary from
the original tweet corpus.We will have a detailed discussion of these steps in
the sections below.
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8.2 Longest Path Problem

As already stated, the first step of the selection of tweets involves finding
longest path of the directed word graph formed from the phrases. The nodes
in the word graph of phrases are the words from the cluster and the directed
edge from node u to v exists if u appears before v in the phrase uv. There-
fore, the longer the path means larger number of words from the cluster are
involved. Hence, the longest path calculated from phrase graph would give
us the longest possible linkage of words in the cluster. There is a possibility
that the longest phrase may contain all the words from the cluster, if every
word present in the cluster is a part of a mined phrase. Clearly, there exists
exactly one path from the given node to one of the leaf nodes in the graph,
which has got maximum number of intermediate nodes along their path.

One of the most common ways to solve the longest path problem for
a weighted directed graph with no cycles is by Flyod’s Algorithm [79, 80].
Floyd’s algorithm of shortest path problem between any two vertices of a
graph is converted to the longest path problem by multiplying the edge
weights with -1. The final result obtained is again multiplied by a nega-
tion to get the actual result. The direction of the edges are also reversed to
get the actual longest path. The main drawback of this algorithm is that it
compares all possible paths between each pair of vertices. Hence it is solved
in polynomial time. The worst case complexity is O(n3) and space is O(n2),
where n is the number of vertices. Since this approach involves polynomial
time, therefore an efficient way to solve the longest path for the word graph
formed from the phrases is by using Topological Sorting [50]. This method
involving linear time is discussed in details in the next section.

8.2.1 Directed Acyclic Graph Approach

It is to be noted that partitioning of the directed word graph formed from
the phrases has resulted into a number of connected components (refer Sec-
tion 7.5.1). All these connected components are directed acyclic graphs.
Therefore, this approach to find the longest path problem is applied to each
of these connected components. As a result, one longest path is generated
for each of the connected components of a phrase graph.

Longest Path problem for directed acyclic graph can be solved in lin-
ear time using dynamic programming[50, 81]. The method takes a directed
acyclic graph as input and returns the longest path as output.
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Solving the longest path problem is a two-step process.[50, 81]

1. A linear ordering of the nodes i.e topological sorting is done.

2. Process all the nodes in topological order to find the longest path.

Topological Sorting is performed on each of the connected components of
a phrase graph. It is the linear ordering of the vertices of a graph such that
for every directed edge vivj, from vertex vi to vertex vj, vertex vi appears be-
fore vertex vj in the sort ordering. Topological Ordering is not possible with
graphs having directed cycles. This is because the sorting technique provides
an order of processing of each vertex before its successor. Each DAG will
have atleast one topologically ordering. As mentioned by Skiena, S. S. [81],
depth first search (DFS) is used to sort the vertices topologically. DFS is
applied to the directed acyclic graph and reverse order of the vertices being
processed are returned as output of topological sorting. It is also solved in
linear time O(|V | + |E|), where V is the number of vertices and E is the
number of edges in graph G = (V,E).

For example, topological sorting when applied to one the connected com-
ponents of a phrase graph given in the illustration Figure 8.1 below results
in the output provided in Table 8.1

Figure 8.1: Phrase Graph
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Topological
Sorting

riot, police, beat, 16, year, old, tottenham, riots,
started, girl, sparked, 16yr, battered, beating

Table 8.1: Topological Sorting

The second step of longest path problem involves processing of the topo-
logically ordered vertices. The procedure for the same is as follows.

1. For each edge associated with each vertex in the topological order of
the graph, update the distance of its adjacent vertex using the current
node.

2. Return the set of vertices which forms the longest path.

The topologically sorted vertices mentioned in Table 8.1 when processed
using the above mentioned steps generates the longest path given in Table 8.2

Topological
Sorting

riot, police, beat, 16, year, old, tottenham, riots,
started, girl, sparked, 16yr, battered, beating

Longest Path riot, police, beat, 16, year, old, tottenham, riots, started

Table 8.2: Longest Path of the connected component subgraph in Figure 8.1

Topological sorting starts with the node with no incoming edge. The
indegree of the node riot in the graph in Figure 8.1 is zero, i.e. it has no
incoming edge. Therefore, the sorting starts from this node as no other node
in the graph has indegree equal to zero. Therefore, there exists only one
topological ordering of the graph. If there exists more than one node with
indegree zero, then more than one topological sorting exists.

From the graph, it is easily verified that the set of vertices mentioned in
the longest path of the graph consists of most of the nodes from the graph.
Clearly, the total cost of path is also highest for this set of vertices.

The main objective behind finding the longest path from the phrase graph
is to find the ordered list of words which is supposed to have occurred se-
quentially in the original tweets. This is due to the reason that the phrases
are mined with the help of the original tweets (refer Section 6.2) and the
phrase graph is generated considering the common words between phrases
(refer Section 7.3.1). The longest path(s) obtained from each of the con-
nected components of the phrase graph(s) eventually helps in selecting the
tweets from the original corpus for summarization of the clusters. Also, the
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longest paths help in mining the most frequent phrases to be mapped onto
the DBpedia articles for semantic enrichment of the clusters. The imple-
mentation details for semantic classification is discussed in the next chapter.
However, the next section of this chapter includes description of the method
to select the tweets from the corpus with the help of the longest path.

8.3 Tweet Selection

Summary of a topic refers to the synopsis of the topic or a brief restatement
of the main points covered in the topic. As we know, that our model aims to
provide the data journalists with the data with all the relevant information in
a much compact way to make the most use of it. Therefore, to have a much
smaller number of original tweets are selected to summarize the clusters is
our goal in this step.

To accomplish this goal, we followed a simple approach to select some
tweets which contains most of the words from the longest path of the con-
nected components of the phrase graphs. It has been observed that the length
of some of the longest paths are very small. Only those tweets are selected
from the original corpus corresponding to these small longest paths if all the
words present in the longest path is present in the tweet.

However, for a comparatively longer length of longest path a threshold
value is defined depending on the length of the longest path obtained. The
threshold is defined as floor value of the number of words in the longest
phrase divided by two. If the number of words common to both the longest
phrase and a certain tweet is greater than or equal to half the length of the
longest path, we filter that tweet for a possible summary tweet.

The threshold is defined depending on the length of the longest phrase
and not any other specific value because the length of the longest phrase will
be different for different connected components of the phrase graphs. Clearly,
the number of common words between the longest phrase and the tweets will
be depending on this length.

Let us take the example of the same longest path Table 8.2 to find the
the summary tweets. Five tweets corresponding to each longest path formed
from the connected components of the phrase graph are selected from the
original corpus as summary tweets.
Total number of words present in the path = 9
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Therefore, threshold will be 4, the floor value.
The following tweet contains the eight words in common to the longest path
(refer Table 8.2) so , considered as one of the potential summary tweet.

Tweet
RT @DeclanJMN: first hand account on BBC News: police beating a 16 year
old girl sparked the riot. #tottenham”

Similarly, four other tweets are selected. Subsequently, the same process
is to be followed for all the longest phrases obtained from different clusters.

Therefore, in this chapter solution to one of the research problem of this
thesis is achieved. Until now, we have formed clusters from the tweet corpus,
followed by phrase mining from the cluster words. In the next step we have
formed a directed word graph from the mined phrases. Subsequently, graph
partitioning helps us to find the most longest phrase which eventually pro-
vides the base for selection of tweets to summarize the clusters. However, the
second research problem yet to be solved is to have a semantic enrichment
of the clusters. The phrases mined from the clusters and the words from
the clusters are to be mapped onto the corresponding most similar DBpe-
dia article. We will discuss minute details about this mapping in the next
chapter.



Chapter 9

Semantic Classification of
Twitter Text

This chapter describes the methods developed and implemented for semantic
classification of clusters by linking the phrases formed from the clusters (refer
to Chapter 6) and words from the clusters to the abstract(s) retrieved from
the corresponding to the most similar DBpedia article(s).

The chapter is constructed as follows: An overview of RDF structure and
DBpedia is described in Section 9.1. Section 2 contains a definition of the
aim of this step in our work. The implementation details and the challenges
faced are discussed in later sections.

9.1 Introduction

To understand the methods discussed in this chapter a brief introduction
about DBpedia is provided for better understanding.

DBpedia is community effort to extract structured knowledge from Wikip-
edia and makes the information available freely on the Web, using Semantic
Web standards and Linked Data practices [14, 15]. Wikipedia, despite of
being the most widely used free encyclopedia does not provide extensive
query and search capabilities. Therefore, DBpedia project focused on the
task of converting the Wikipedia information to a structured format with
better querying capabilities. Wikipedia content is extracted and represented
as a large multi-domain Resource Domain Framework better known as RDF
dataset, such that Semantic Web techniques can be easily applied on it [Auer].

58
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RDF is a model for processing metadata, data about data, i.e. data
describing web resources. It enables effective operations among the applica-
tions which exchange machine understandable information on the Web. RDF
allows data merging irrespective of the underlying schema or domain struc-
ture. The structure is domain neutral but capable of describing any domain
knowledge. Moreover, it can adapt to any changes in the data schemes over
time without affecting the consumers consuming the same data.[16, 17]

An end-to-end system that automatically extracts RDF triples from un-
structured text has been proposed by Peter, E., et al. [18] The authors of this
paper have used ontology mapping to map extracted triples to the DBpedia
namespace.

The English version of the DBpedia knowledge base currently describes
6.2M things of which 4.6M have abstracts, 955K have geo coordinates, and
1.54M have depictions. In total, 5M resources are classified in a consistent
ontology, which comprises 1.6M persons, 800K places (including 500K pop-
ulated places), 480K works (including 133K music albums, 102K films, and
20K video games), 267K organizations (including 66K companies and 52K
educational institutions), 293K species, and 5K diseases. The total number
of resources in English DBpedia is 16.4M which, besides the 6.2M resources,
include 1.3M skos concepts (categories), 7.1M redirect pages, 254K disam-
biguation pages, and 1.6M intermediate nodes. Localised versions of DBpedia
is available in 125 languages[19, 20]

To access the DBpedia datasets, SPARQL endpoints are provided. A
proper SPARQL query to the endpoint at http://dbpedia.org/sparql will
return the exact information needed. This end point also supports extensions
of SPARQL query language [15]. Therefore, querying proper RDF property
from the DBpedia dataset would return appropriate results.

As explained by Bizer, C., Lehmann, J., et al. [22] the DBpedia knowl-
edge extractor comprises of 11 extractors which process the Wikipedia con-
tent. The extractors are namely Labels, Abstracts, Interlanguage Links, Im-
ages, Redirects, Disambiguation, External Links, Pagelinks, Homepages, Cat-
egories and Geo-coordinates. These extractors contains the wikipedia details
in form of predicates in the DBpedia RDF structure. Further we will see
that this SPARQL endpoint will help us to extract the abstract of the most
relevant DBpedia article.

http://dbpedia.org/sparql
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9.2 Aim

Until now, we have generated clusters from twitter text, followed by mining
of phrases from the words within the cluster. Thereafter, a phrase graph is
generated from these mined phrases. Finally the graph is partitioned into
components and the longest path problem is solved for each subgraph. The
longest path plays two important roles in our study.

• It helps in summarization of the tweets as already seen in the last
chapter. (refer Chapter 8 Section 8.3)

• It also helps in generating the most frequent phrases from each of the
clusters which leads to the effective semantic classification.

This is because, the longest path of a phrase graph consists of vertices
which are connected by edges having highest weights. Therefore, the vertices
in the graph are the most frequently occurred words in the tweets. These
form the most frequent phrases which eventually plays the key role in seman-
tic classification of twitter text.

However, all the frequent phrases obtained from the phrase graph might
not be relevant. We exploit the Wikipedia categories to determine the most
relevant frequent phrases. We intend to associate the abstract of the most
similar DBpedia article to each of these relevant phrases. Moreover, there
might be some words in the cluster which do not form any frequent phrases.
Yet, retrieval of the abstract of the most similar DBpedia article to these
individual words in the cluster is important because it will provide a detailed
information.

The intuition behind associating the most similar DBpedia article for
these phrases as well as for words from the cluster, which are not part of any
frequent phrases, is to have a semantic enrichment of the cluster with respect
to the original tweets. For example, one of the clusters contains the words
tottenham and riots. DBpedia abstract of the most similar article related to
Tottenham infers that

Tottenham is an area in the London Borough of Haringey, in north Lon-
don, England. It is situated 8.2 miles (13.2 km) north-north-east of Charing
Cross.

Whereas, the corresponding most similar DBpedia article for Riots says



9.3. FREQUENT PHRASE MINING 61

A riot is a form of civil disorder commonly characterized by a group lash-
ing out in a violent public disturbance against authority, property or people.

However, Tottenham Riots i.e. the riots which broke out in Tottenham
during summer 2011, is being referred in the original tweets. Hence, mapping
of proper phrases such as, Tottenham Riots, formed from the words in the
cluster to DBpedia article(s) would lead to correct semantic enrichment of
the clusters as well as the tweets.

The remaining part of this chapter includes a detailed discussion of the
methods for the extraction of abstract from the similar DBpedia articles for
phrases and words and the challenges faced to achieve this goal.

9.3 Frequent Phrase Mining

Before delving into the details of DBpedia mapping for the words and the
phrases from the clusters, frequent phrases are to be mined from the longest
path. The longest path derived from the phrase graph includes the edges
having maximum weight. As already stated earlier, the weight on an edge
joining any two vertices u and v in the phrase graph depicts the popularity of
the phrase u,v in the original tweets. Therefore, every bigram i.e. adjacent
pair of vertices uv extracted from the longest path is a frequent phrase.

For example, longest path obtained from one of the phrase graphs is
riot, police, beat, 16, year,old, tottenham, riots, started
Bigrams formed from these longest path are the most frequent phrases of the
corresponding cluster. The set of frequent phrases formed from this longest
path is given in Table 9.1 below

Longest
Path

riot, police, beat, 16, year,old, tottenham, riots, started

Frequent
Phrases

riot police, police beat, beat 16, 16 year, year old, old
tottenham, tottenham riots, riots started

Table 9.1: Frequent Phrases from Longest Path

In Section 9.5.3 a detailed explanation of method for identifying the set of
most relevant frequent phrases from this set of frequent phrases is discussed.
Moreover, the set of frequent phrases obtained from different clusters helps
in finding out the individual words from the clusters which are to be mapped
onto the DBpedia articles for effective semantic classification.
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9.4 DBpedia mapping for words

It is to be noted that only a few words from each of the clusters are present in
the longest paths derived from the corresponding phrase graphs. Therefore,
there exists words in the cluster which does not form a frequent phrase.
But, these words when mapped onto the most similar DBpedia article might
provide a detailed information about the cluster. Hence, the words from the
clusters which are not part of any phrases are considered as the set of words
to be mapped onto their most similar DBpedia article(s). The most serious
challenge in mapping of word(s) onto the most similar DBpedia article(s) is
ambiguity of words.

9.4.1 Word Disambiguation

The tweet corpus used in our study consists of tweets written only in En-
glish. Hence our study includes methods to deal with ambiguity in English
words. In English language, there are certain words which are homonyms.
Homonyms are the words which has the same spelling, pronunciation but
different meanings. Also, there might be some words which might refer to a
movie or a song album or a place but the word has a different meaning when
used in a sentence.

For example, the word Riot. This word is present in most of the clusters
formed from the tweet corpus. Most commonly we refer the word as a civil
disorder. However, a couple of famous movies are made with the name Riot.
Also, there are songs, movie albums, music bands, video games with the same
name as well. This creates an ambiguity.

All these ambiguous information corresponding to any word or topic
is maintained by Wikipedia in a separate Wikipedia Disambiguation page.
These pages contain the different meanings of homonyms as well as infor-
mation about the other sources in which the word has been used in a dif-
ferent aspect. Similar disambiguation pages also exists in DBpedia for these
ambiguous topics containing structured information from the corresponding
Wikipedia articles.

Bizer. C., Lehmann, J., et al. [22] mentions DBpedia RDF structure has
a predicate dbpedia:wikiPagedisambiguates. In DBpedia, the disambigua-
tion links of Wikipedia are represented using the predicate
dbpedia:wikiPagedisambiguates.
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We use SPARQL query to extract the disambiguation links for each of
the words in a cluster. A standard SPARQL query consists of
Prefix declarations, for abbreviating URIs
Dataset definition, stating which RDF graph(s) to query
Result clause, which identifies what information is to be returned from the
query
Query pattern, which specifies what to query for depending on the under-
lying dataset
Query modifiers, which helps in slicing, ordering, and otherwise rearrang-
ing the query results. An example of the structure of a standard SPARQL
query is illustrated in Figure 9.1 below.[82]

Figure 9.1: Structure of a SPARQL query

For example, the following query to the DBpedia dataset from SPARQL
endpoint results in the list of all disambiguation links for the word Primrose,
present in one of the clusters and not a part of any frequent phrases mined
from that cluster. The query finds out all the URLs of the disambiguation ar-
ticles , with the help of the DBpedia URL http://dbpedia.org/resource/

Primrose from the predicate wikiPageDisambiguates.

http://dbpedia.org/resource/Primrose
http://dbpedia.org/resource/Primrose
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Now, the challenge is to find the most suitable DBpedia page for these
words from the list of disambiguation links in accordance with the clusters.

In the course of our study to find a suitable method for abstract extraction
from DBpedia, it is found that every DBpedia article has a specific URL
format given by

http://dbpedia.org/page/XXX

where XXX is the topic which is described in the corresponding page. For
example, the DBpedia article for Germany has the url
http://dbpedia.org/page/Germany.

It has also been noticed that the URLs of the DBpedia articles contain
certain specific keywords hinting to the actual content of that corresponding
article. This helps to disambiguate between homonyms and also different
areas of usage of the same word.

For example, URLs for the DBpedia articles referring to Riot movies re-
leased in different years have the corresponding years and the word film men-
tioned in the URLs, http://dbpedia.org/page/Riot_(1969_film). On
the other hand, the URL for the DBpedia article corresponding to the word
Riot, which means a civil disorder is http://dbpedia.org/page/Riot.

This characteristic feature of the URLs of DBpedia articles is exploited in
our method to find the most similar DBpedia article corresponding to a word.
All the words in the cluster refers to the same topic. Therefore it is likely that
the words in the cluster hint at the description of the topic conveyed by the
cluster. Therefore, in the next step we strip the last part of all disambigua-
tion URLs obtained from the querying the DBpedia dataset at SPARQL
endpoint. For example, the URL follows the format http://dbpedia.org/

page/XXX, where XXX part of the URL consists the information about the

http://dbpedia.org/page/XXX
http://dbpedia.org/page/Germany
http://dbpedia.org/page/Riot_(1969_film)
http://dbpedia.org/page/Riot
http://dbpedia.org/page/XXX
http://dbpedia.org/page/XXX
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corresponding article. Therefore this XXX part of the URL is stripped
off. In the two URLs http://dbpedia.org/page/Riot_(1969_film) and
http://dbpedia.org/page/Riot corresponding to the two articles related
to Riot, Riot (1969 film) and Riot are the XXX part respectively Hence, we
have a list consisting of the stripped part of DBpedia URLs corresponding
to each of the ambiguous words.

9.4.2 Comparison Approach

One of the significant approaches proposed in the past by Genc. Y., et al.
[13] of finding most similar Wikipedia pages corresponding to tweets is done
by analysing and comparing the categories associated between pages. The
underlying graph structure is being exploited for the purpose.

We used a different technique of comparison in our study. Firstly, a vo-
cabulary is formed from the unique words present in the clusters. Thereafter
the stripped disambiguation URLs corresponding to ambiguous words are
compared with the vocabulary formed. If there are some words in the cluster
which are common with a part of the stripped URL we assign a score for this
URL. If this score is above a threshold these potential URLs are shortlisted
for the corresponding word from the cluster.

Finally, abstract of the DBpedia articles corresponding to the shortlisted
URLs for a particular word in the cluster are extracted. The vocabulary
formed from the cluster is now compared with the extracted abstract from
DBpedia. Eventually, we assign the abstract of DBpedia article to a certain
word in the cluster for which the number of common words and the frequency
of the occurrences of the common words between the abstract and the vo-
cabulary is highest.

9.5 DBpedia mapping for Phrases

First and foremost task is to find the most relevant frequent phrases. Next, we
find the most similar DBpedia page for each of these phrases by exploiting
Wikipedia articles. The reason behind this is DBpedia is the structured
content of Wikipedia and also there might not be a relevant page in DBpedia
for a phrase whereas there is one in Wikipedia. In order to find the relevant
phrases, it is important to consider the occurrence of time period of the

http://dbpedia.org/page/Riot_(1969_film)
http://dbpedia.org/page/Riot
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events.

9.5.1 Date and Year Retrieval

Day to day happenings in and around the world comprises of a huge section
of the tweets. Moreover, the data used in this study is related to riots.
World History has witnessed riots at different periods of time. Therefore, it
is evident that date and year will play an important role in our analysis. In
our experiments we restrict our time search space and use the extracted date
and year from the original tweets.

9.5.2 Hashtagged Words

Another important aspect to be noted here is that there are some hashtagged
words present in the clusters. Normally, the twitter users clubs in more than
one word to form a hashtagged word. For example, #londonriots, #london-
zoobreakin etc. An Apache2 licensed module for English word segmentation1

is used in our study to segment the hashtagged words present in the cluster.
The reason behind this segmentation is that the hashtagged words are the
most frequent words in the corpus so they undoubtedly forms the relevant
frequent phrases.

9.5.3 Relevant Frequent Phrases

Mining of the frequent phrases from the longest path has already been dis-
cussed earlier in this chapter (refer to Section 9.3 ). However, it is to be con-
sidered that some of these phrases when considered individually and mapped
to the corresponding most similar DBpedia article might not reflect relevant
information with respect to the original tweets. Apart from this, some of
these phrases might not convey any proper meaning when considered indi-
vidually or may not refer to any named entity. Therefore, no article dedicated
to these phrases in the reference knowledge base i.e. Wikipedia or DBpedia is
to be found. Eliminating these two types of phrases from the set of frequent
phrases would result into a set of most relevant frequent phrases.

We exploit Wikipedia categories to find the relevant phrases. Wikipedia
categories refer to groups of articles on the same topic. These categories fur-
ther have other categories listed as sub categories. Therefore, the categories
of the Wikipedia pages are linked in form of a graph structure. Genc. Y.,

1 PyPI WordSegment 0.6.2 https://pypi.python.org/pypi/wordsegment

https://pypi.python.org/pypi/wordsegment
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et al. [13] introduced a method to find the most relevant Wikipedia page
corresponding to a tweet by capturing this network graph structure upto
five levels followed by semantic distance computation. In our method in-
stead of capturing the subcategories via the graph structure associated with
a Wikipedia page upto a certain level, list of all the categories associated to
the Wikipedia page corresponding to all the phrases are extracted. In the
next step, these lists of categories for the phrases are compared against each
other to find the similar phrases. The phrases having common categories are
considered to be similar.

Wikipedia defines some of it categories as Maintenance Categories. These
maintenance categories groups articles in which source of information is miss-
ing such as, external links referred in these articles are dead, articles that need
external additional references or the article is a stub one i.e. article is too
small to provide any rudimentary information. Therefore, we ignore these
maintenance category articles while comparing the category lists. The steps
can be summed up as follows:

1. Find the bigrams i.e. most frequent phrases from the longest path.
(refer Section 9.3)

2. For each of the frequent phrase, check if there exists a valid Wikipedia
page.

(i) If a valid Wikipedia page does not exists, discard the phrase.

(ii) If a valid Wikipedia page exists, extract the list of all the cat-
egories corresponding to the page.

(iii) If there is Wikipedia disambiguation page for the phrase, we
mark the phrase as a disambiguated valid frequent phrase.

3. Discard if any Wikipedia Maintenance Categories are present in the
list of categories of all phrases.

4. Compare the list of categories obtained for each phrase with the list of
categories of other phrases.

(i) If there are common categories between the Wikipedia pages,
we represent the corresponding phrases in pairs.
For example, the phrase London Zoo has Wikipedia categories in com-
mon with London Eye and Manchester Riots, the pairs of phrases with
common categories formed in this step are (London Zoo, London Eye)
and (London Zoo, Manchester Riots)



68 CHAPTER 9. SEMANTIC CLASSIFICATION OF TWITTER TEXT

(ii) If there are no common categories between the phrases, a score
calculation is done to check if the phrase is relevant.

Until now, using the above mentioned steps, a set of pairs of phrases
having common Wikipedia page categories and a set of phrases having no
categories in common are obtained. In the next step, we form a graph with
the phrases having common Wikipedia page categories to analyse the closely
related pairs of phrases.

9.5.3.1 Graph

Each node of the graph represents a phrase. There is a directed edge from
phrase u to phrase v, if the pair (u,v) have shared common Wikipedia page
categories. The weakly connected components of a directed graph are found.
This is because if all the edges of a directed weakly connected graph are re-
placed by undirected edges it will result into a connected graph. Therefore,
all the weakly connected components from this graph will result into sets of
phrases which are connected to each other. The set of connected components
of length greater than two are considered as the most relevant frequent sets.
This is because more number of phrases have common Wikipedia page cat-
egories and therefore they are likely to one another. A score calculation is
done to check the relevance of the phrases included in the remaining weakly
connected components of the graph of length two.

9.5.3.2 Score Calculation

An approach of finding the associated Wikipedia page is proposed by Genc.
Y., et al. [13] in which a word set is generated based on the text of the
tweet. A score is assigned to each potential Wikipedia page corresponding to
a tweet based on the number of occurrences of the words in the word set. In
our work, to mine the relevant phrases from the the list remaining phrases in
the weakly connected graph (refer to Section 9.5.3.1) and the phrases having
no categories in common we have used a similar approach. A bag of words
is generated from the words in the cluster and is considered as reference vo-
cabulary. Now, if the number of common words in the vocabulary and the
Wikipedia page of a phrase is greater than a threshold we consider the cor-
responding phrase as a relevant frequent phrase for Semantic Classification.
Also, while computing the number of common words, we also consider occur-
rence of the date and year retrieved from the tweets (refer to Section 9.5.1)
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in the Wikipedia page of the same phrase.

Therefore, a list of relevant frequent phrases are obtained from the longest
path which leads to the effective semantic classification of the clusters formed
from the tweets.

9.5.4 Phrase Disambiguation

The mined relevant frequent phrases might refer to more than one event or
topic. In order to find the correct DBpedia page with respect to the corpus,
SPARQL query is used to extract disambiguation of the phrases from DBpe-
dia. If no such disambiguation exists we extract the corresponding abstract
of that article and assign it to the corresponding phrase.

However, if there is a disambiguation, we take the help of Wikipedia
articles. We check for the corresponding Wikipedia article of disambiguation
and extract the list of all the ambiguous Wikipedia pages corresponding to
that phrase. Further, we extract the abstract from all these listed Wikipedia
disambiguation pages. Subsequently, we compute a same score calculation
as mentioned in Section 9.5.3.2 of finding the common words between the
vocabulary and each Wikipedia page. We assign the page having the most
number of common words as the most relevant page corresponding to the
phrase. This is due to the fact that DBpedia does not always provide the
disambiguation pages for ambiguous phrases unlike for ambiguous words.
But, Wikipedia provides with a list of disambiguation articles for ambiguous
phrases. However, the date and year plays a vital role in disambiguating
between events happened at the same place in different time period.

9.6 Link between different clusters

Clusters formed from the tweets are group of words depicting a certain in-
cident or topic. However, there might be some common links between the
clusters. As already mentioned, our study is based on twitter data related to
London riots in the year 2011. Therefore, there is a possibility of overlapping
topics between the clusters.

We follow a simple step to see if there is any missing link between the
clusters. In the previous section we have seen that abstract from the most
similar DBpedia article is extracted and assigned to phrases. Longest Com-
mon Subsequence method [21] is applied in pairs between the abstract of
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phrases from all the clusters. If a common subsequence is noticed, we con-
clude that the clusters have a underlying connection. The following steps are
followed for the same.

Steps to establish links between clusters

1. For each phrase p formed from cluster Ci:

(a) Perform Longest Common Subsequence(LCS) Algorithm with
the abstract of all the phrases formed from cluster Cj.

2. If a subsequence is encountered, it is concluded that clusters Ci and Cj
is related.

It is to be noted that stop words are removed from the DBpedia abstracts of
the corresponding phrases before LCS is performed. The Longest Common
Subsequence(LCS) problem is discussed in the section below.

9.6.1 Longest Common Subsequence

Longest Common Subsequence problem, as the name suggests, finds the com-
mon subsequence between two string of sequences. Unlike substring problem,
common subsequence need not occupy consecutive positions in the sequence.
A mathematical study for this approach is done by Chvatal.V., et al. [21].
Dynamic Programming approach is used to solve this problem. This is be-
cause the problem comprises of optimal substructure and overlapping sub
problems. The problem can be broken down into multiple simpler sub prob-
lems until the solution becomes trivial. Again the solution of lower level sub
problems is used by the higher level sub problems. A recursion approach is
used to solve the problem.
An example is given below to illustrate how the longest common subsequence
problem works.
Sequence 1 = ABCDGPHRO
Sequence 2 = ADECFIH
Longest Common Subsequence = ADH

For example, in our study Manchestor Riots is a relevant frequent phrases
from one of the clusters whereas UK Riots is a relevant phrase from another
cluster. Longest Common Subsequence Algorithm is applied to the extracted
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abstract for both the phrases and it has been noticed that the abstract for
both the phrases are same. Therefore, it is concluded that the two clusters
which consists of Manchester Riots and UK Riots respectively have an un-
derlying connection.

Therefore, the semantic classification of the phrases and the words from the
cluster is done by assigning the abstract of the most similar DBpedia article
to them. Further, an approach is proposed to link between the clusters with
the help of the abstracts from DBpedia.

In the next chapter we evaluate the pipeline of these techniques using human
judgements.
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Results and Conclusion
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Chapter 10

Experiments and Evaluation

In this chapter, we discuss the experimental setup and evaluation metrics
used to evaluate our work.

As we have seen, a pipeline of methods helped in achieving the two goals of
this thesis. The first goal is to select a small number of tweets as summary
for each cluster from the original tweet corpus of 2.6 million tweets. The
second goal is to provide semantic enrichment of the cluster by associating
the most similar DBpedia pages to the words from the cluster and also to
the most frequent relevant phrases mined from the clusters. The methods
developed and implemented to achieve these two goals have been discussed
in previous chapters (refer Chapter 4 to Chapter 9). In this chapter, the
qualitative and quantitative results obtained from the evaluation metrics are
analyzed to evaluate the methods used to achieve these two goals.

10.1 Evaluation of Summarization of Tweets

As discussed earlier, the tweet corpus used in our study comprises of the news
related to seven most popular events which went viral on Twitter during the
London Riots, 2011. These events are

• Rioters attacked London Zoo and set the animals free.

• Police beat a 16 year old girl.

• London Eye is set on fire.

• Army deployed in Bank

• Rioters attacked Birmingham Children Hospital.
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• Rioters broke into McDonald’s and cooked their own food.

• Miss Selfridge shop was set on fire.

As there are seven underlying events, it has been observed that seven different
clusters are formed from this tweet corpus. In the previous chapters, we have
discussed methods to select only five tweets from the original tweet corpus
for each of the cluster which summarizes the cluster. However, no standard
method is available to judge the relevance of this small collection of retrieved
summary tweets. One commonly used method used by the researchers for
summary evaluation is to check the summary against some predefined pa-
rameters such as content, fluency and grammatical correctness. This method
of evaluation is known as Intrinsic Evaluation[48, 83]. However, in our evalu-
ation method fluency and grammatical correctness parameters are discarded
because the most relevant five tweets are selected from the corpus depend-
ing on the longest phrase formed from each cluster (refer to Chapter 8). In
intrinsic method, manual summaries are generated from the original corpus
and are compared against the automated summaries [83].

10.2 Manual Selection of Summaries

The data set used in our study comprises of annotated tweets labelled for
each of the seven events. In our work, manual summaries are generated by
selecting 10 tweets from this annotated tweet corpus for each of the seven
events mentioned above and compared against the five automatically selected
tweets by our method. Since tweets are selected from the corpus as auto-
mated summaries therefore the manual summaries are also generated from
the tweets from the corpus.

The tweets that have been retweeted by a large number of users are clearly
the most popular tweets. Therefore, while generating the manual summaries
from the corpus for each of the seven events, these popular tweets are included
in the summary. The intuition behind selecting these popular tweets is that
it describes the event properly and contains the most relevant information
about the event. Hence, firstly these popular tweets corresponding for each
of the seven events are included in their respective manual summaries. The
remaining tweets for the manual summary are selected randomly from the
same annotated corpus corresponding to the event. These two summaries
are then compared against each other.
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10.2.1 Comparison Study

Each of manually selected tweets summaries are compared against each group
of automatically selected five tweets. The metric used for the comparison
is the ratio of the words common to both the manually selected tweets and
automatically selected tweets to the number of words present in the manually
selected summary.

Comparison(tweet1, tweet2) =
#common words

#words in tweet2
(10.1)

where tweet1 is the tweet from automatically selected set of tweets i.e. from
automated summaries and tweet2 is the tweet from the manually selected
set of tweets i.e. from manual summaries. The ratio is likely to give a good
coverage of the comparison of the words in the automatically selected tweets
to the manually selected tweets. Figures below illustrates the comparison
study of the automated summary and the manual summary for each of the
seven events.
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Figure 10.1: Army Deployed at Bank

Figure 10.2: Rioters attacked Birmingham Children’s Hospital

Figure 10.3: London Eye was set on fire



10.2. MANUAL SELECTION OF SUMMARIES 79

Figure 10.4: Rioters attacked London Zoo

Figure 10.5: Rioters broke into McDonald’s and cooked their own food

Figure 10.6: Miss Selfridge shop was set on fire

Figure 10.7: Police beat a 16 year old girl
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Therefore, a comparative study of the 10 manually selected tweets for
each of the events is done with the corresponding five automatically gener-
ated tweets for each of the events. The manually selected summary tweets
are different for each of the seven events. Also the automatically selected
summary tweets depicted in each of the graphs corresponds to the tweets
related to the events mentioned in each of the graph. The comparison ratio
is plotted along the Y-axis. It is to be noticed from the graphs that the
comparison ratio is equal to 1 or closer to 1 in many cases. This concludes
that the automatically selected summary of tweets has a good coverage of
the manually selected tweet summary hence comprises of the popular tweets
from the corpus. Therefore, it can be inferred that the automatically se-
lected tweets are relevant to the events. Also it is to be noticed there are
cases where the coverage is less for a particular automatically selected tweet
with respect to a certain manually selected tweet for a particular event. But
the coverage of the same tweet is considerably better with another manually
selected tweet. Also, it is noticed that the coverage of most of the tweets spe-
cific to an event with respect to the manually selected tweets for the same
event is almost similar.

We have also carried out the comparison of the automatically generated
tweets of one event with manually generated summary tweets for other events.
It is clearly noticed that the coverage of words between them is significantly
less. The coverage of words in this case, only includes certain keywords
common to all the events because these seven events are part of London
riots, 2011.

Figure 10.8: Comparison Study of Manual Summary for the event Army
deployed at the bank with the Automated Summary for the event Police beat
a 16 year girl
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It is to be noted that in the above illustration the coverage of the words
in the manual summary with respect to the automated summary is very
less. The highest comparison ratio calculated using Equation (10.1) is 0.18,
which is much less compared to the ratio when a set of automatically selected
tweets are compared to the set of manually selected tweets of the same event.

Therefore, it can be concluded that tweets selected automatically per-
fectly summarizes the clusters.

10.3 Manual Metric for Content Evaluation

A second evaluation method of content of the automatically selected tweets
is also performed. This metric is known as Manual Metric used during DUC
2002[48, 83]. Volunteers are asked to evaluate the content of the summaries
with respect to the reference event. Google Forms is used to conduct the
study. 10 volunteers are asked to evaluate the automatically selected tweets
with respect to the events on a scale of 1 - 5. Scale 1 denotes Strong Dis-
agreement, scale 2 is for disagreement, partial agreement and disagreement
is denoted by scale 3, scale 4 and scale 5 denotes the agreement and the best
match respectively. The graphs below illustrates that the volunteers agreed
to most of the automatically generated tweets with respect to the events.
The x-axis denotes the evaluation scale whereas the y-axis denotes the per-
centage of user response.

Figure 10.9: Army Deployed at Bank
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Figure 10.10: Rioters attacked Birmingham Children’s Hospital

Figure 10.11: London Eye was set on fire

Figure 10.12: Rioters attacked London Zoo
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Figure 10.13: Rioters broke into McDonald’s and cooked their own food

Figure 10.14: Miss Selfridge shop was set on fire

Figure 10.15: Police beat a 16 year old girl
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Clearly, the higher percentage of user response corresponding to the scale
Strongly Agree and Agree in the evaluation scale of tweets depicts that au-
tomatically selected tweets are relevant to the events. It is also to be noted
in the graphs below that Strongly Disagree parameter of evaluation scale is
missing in most of the graphs. This is due to the fact that none of the volun-
teers have marked the automatically selected summary tweets corresponding
to that event as a strong disagreement.

However, it is to be noted that mining of phrases from the cluster plays
a vital role in selecting the tweets as summary. We use a manual metric
method followed by a score calculation to evaluate the importance of the
phrase mining in our work. The setup for this evaluation method comprises
of the following steps.

1. From each cluster, three sets of words are selected randomly.

2. Each set of words are considered as the longest phrase and five tweets
are selected for each such set of words from the original corpus using
the method discussed in Chapter 8 Section 8.3

3. The relevance of these retrieved tweets with respect to the clusters
are judged by a group of five volunteers on a scale of 1 to 5. Scale 5
represents strong agreement and scale 1 represents strong disagreement
as before.

4. An average acceptance score is determined for each cluster.

5. A similar acceptance score is calculated for the tweets selected auto-
matically in our method.

6. For each cluster, the average acceptance score calculated for the tweets
selected from the random words is compared with the automatically
selected tweets. The higher the average acceptance score, the better
the tweets selected.

The average acceptance score is defined as the sum of the response values
corresponding to the selected tweets for each cluster divided by total number
of user responses. For example, five tweets are selected for the set of words
selected randomly from a cluster. A group of five volunteers are asked to
mark the relevance of the tweet in a scale of 1 - 5 with respect to a specific
event. The user responses are given in the table below.
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Tweet 1 Tweet 2 Tweet 3 Tweet 4 Tweet 5
User 1 1 1 1 2 2
User 2 2 1 1 2 2
User 3 2 1 1 2 2
User 4 4 5 3 4 3
User 5 4 5 3 4 3

Table 10.1: User Response to a set of tweets from randomly selected words
corresponding to the event London Eye is set on fire

The corresponding acceptance score is given by
Average Acceptance Score = sum of the responses

total number of responses
= 61

25
= 2.44

This method of selecting tweets from some random words from the cluster
serves as the baseline to evaluate our work. However, the average acceptance
score for our method corresponding to the same event is 4.68. The table below
shows a comparison of the average acceptance score between the baseline
method and our method of phrase mining.

Events
Baseline
Method

Phrase
Mining
Method

Rioters attacked London Zoo 3.8 4.4
Rioters attacked Children’s

Hospital
3.9 4.3

London eye is set on fire 2.44 4.68
Police beat a 16 year old girl 4.56 4.6
Miss Selfridge shop set on fire 4.36 4.68

Table 10.2: Comparison study of the Average Acceptance Score between the
Baseline method and our method

However, it has been noticed that tweets from all the seven events are
not retrieved using random words. No tweet has been retrieved by any of
the three sets of random words for the events Army deployed at the bank
and Rioters broke into McDonald’s and cooked their own food. Thus, the
tweets selected corresponding to two events are not considered for compari-
son. However, only one tweet for the event Rioters attacked London Zoo and
two tweets for the event Rioters attacked Birmingham Children’s Hospital
are retrieved. Five tweets per event are retrieved for each of the remaining
events. The number of words in each set of random collection of words for
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each cluster is equal to the average length of the longest phrases obtained
from these clusters.

The difference in the acceptance score between the baseline method and
our method for the events Police beat a 16 year old girl and Miss Selfridge
shop set on fire is very small. This is because we have mined bigram phrases
from the clusters, therefore while selecting words randomly from the cluster
there is a possibility of selecting words which are part of most frequent bi-
gram phrases. However, the difference being significant for the other events
and the fact that no tweets or lesser number of tweets being selected con-
cludes that mining of phrases is important for our method.

Hence, we conclude that the method proposed in this work for selecting
a few tweets from a huge corpus of tweets for each cluster is efficient and
provides all the relevant information. Hence, the data analysis for the data
journalists becomes easier because for each event only five tweets containing
the most relevant information is provided to them.

10.4 Evaluation of Semantic Enrichment

In the previous chapters, it has been discussed that the most frequent rele-
vant phrases mined from the clusters are mapped to the corresponding most
similar DBpedia article for semantic enrichment of the clusters. As already
mentioned earlier, clustering of tweets results into groups of words which are
similar to each other. However, these words present in the clusters are indi-
vidually mapped to the corresponding most similar DBpedia article may con-
vey a different meaning than the one conveyed in the original tweets. There-
fore, a necessity to mine phrases from the clusters arises. Bigram phrases
are mined from the words in the cluster with the help of the original tweets.
Not all these bigram phrases formed are frequent and relevant for DBpedia
mapping which would lead to semantic enrichment of the clusters. In order
to obtain the most frequent phrases, word graph is constructed from these
bigram phrases. Partitioning of this word graph formed from the phrases
provides us with the most frequent phrases. However, to mine the most rel-
evant frequent phrases Wikipedia categories are exploited. The reduction in
the number of phrases in different stages of our method to detect the set of
most relevant frequent phrases is well depicted in the Figure 10.16



10.4. EVALUATION OF SEMANTIC ENRICHMENT 87

Figure 10.16: Reduction in the number of phrases

Wikipedia categories are exploited to detect the most relevant frequent
phrases for the clusters whose mapping to the corresponding most similar
DBpedia article would provide a semantic enrichment of the cluster. The
pie chart in Figure 10.17 illustrates the fraction of relevant frequent phrases
marked in blue concluding the necessity of mining of the relevant phrases.

Figure 10.17: Pie Chart showing the fraction of Relevant and Irrelevant
Frequent Phrases

The same approach of manual metric is again used to evaluate the seman-
tic enrichment of the clusters. To conduct this evaluation procedure, indi-
vidual words from the clusters and the frequent relevant phrases are mapped
onto the corresponding most similar DBpedia article. This set of mapping of
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words and phrases to DBpedia articles were provided to the same group of 10
volunteers. The volunteers were asked to evaluate the relevance of DBpedia
mapping of the words and phrases with respect to the seven incidents men-
tioned in the original tweets. The illustration in Figure 10.18 below clearly
depicts that the relevant phrases are mapped to the most similar DBpedia
articles with respect to the original tweets compared to the individual words.

It is clear from the graph that Miss when mapped separately to the most
similar DBpedia article is irrelevant as Miss Selfridge shop is being men-
tioned in the original tweets. Similarly, it follows for the other words and the
corresponding phrases.
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Figure 10.18: Comparative study of relevance of Individual Words from the
Cluster and the Frequent Phrases formed from the Cluster
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As discussed in Chapter 9, the words from the cluster which are not
part of any phrases are also mapped to the most similar DBpedia article
with respect to the original tweets. The mapping of the DBpedia articles to
unigrams includes handling of the ambiguity. As already stated we the URL
feature of DBpedia articles is exploited followed by a score calculation with
respect to the original tweets is done to identify the most similar DBpedia
article(s). The table below shows the reduction in the number of ambiguous
DBpedia articles for a set of words after the URL handling of the ambiguous
articles is performed (refer to Chapter 9 Section 9.4.1 for the method).

Words
Number of

Ambiguous URLs

Number of URLs
after URL

Disambiguation
god 45 1

street 70 2
person 6 1
bank 36 3

protect 6 1
army 2 1
news 49 2

eyewitness 52 1
guy 22 2

brixton 20 1
video 88 1
tiger 99 3
pile 20 1

primrose 27 1
food 8 2
head 56 3

selfridges 13 1
store 6 1
hill 28 3

Table 10.3: Reduction in the number of ambiguous URLs after URL Disam-
biguation is performed

Therefore, it is evident that URL disambiguation step has helped in re-
ducing the number of ambiguous URLs in large scale. However, a manual
metric evaluation has also been carried out to evaluate the mapping of the
most similar DBpedia articles to a set of unigrams from the clusters with
respect to the events mentioned in the original tweets. Figure 10.19 below
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provides an illustration for the same. It shows that most of the unigrams
are considered to be irrelevant with respect to the original tweets which is
correct. The ones which are marked relevant are the words which are being
mapped to the most similar DBpedia article.

Figure 10.19: Comparative study of relevance of Individual Words from the
Cluster

In this section, we have evaluated different phases of our method and the
final output by manual metric evaluation and the performance is analysed.
Apart from manual metric method, the selection of tweets as summary for
the clusters has also been evaluated using intrinsic method by comparing the
automatically selected tweets with a set of manually selected tweets. The
coverage of the words in the automatically selected tweets with respect to
the manually selected tweets is treated as the metric measure. In the next
chapter, we would summarize our work and discuss the future aspects.



Chapter 11

Conclusion

11.1 Summary

It is a challenging job for the data journalists to analyse the nature of millions
of tweets sent on a certain topic. However, a concise way of representing the
huge number of tweets is to represent them in form of clusters. But, text
clustering results into clusters which consists of group of words. Therefore,
analysis of these clusters or semantic classification of the clusters is difficult
without any prior knowledge about the subtopics present in the tweets.

In this thesis, we have developed and implemented a graph based ap-
proach which has successfully helped in effective semantic classification of
the clusters. We started our study with a collection of tweets from 2011
London riots. We have implemented k-means++ clustering on this tweet
corpus. Each of the clusters formed from this corpus is a collection of words.
We developed and implemented a phrase mining technique to mine phrases
from the words in the clusters. Subsequently, a graph based approach is
implemented to find the longest phrase and the frequent phrases for each of
the clusters. Summarization of tweets is generated in the next step, for each
cluster to provide the data journalists with sufficient relevant information.
Instead of dealing with millions of tweets, they can now count on the sum-
mary of tweets for the same information. Summary is available for each of
the clusters, therefore, the data journalists can have a clear picture of the
subtopics present in the tweets under the main topic. The frequent phrases
formed from each cluster mapped onto the most similar DBpedia article(s)
provides a semantic enrichment of the clusters.

Our overall contribution in this thesis can be summarized as:
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• Mining of phrases from the clusters with the help of the original tweets.

Phrases are mined by comparing the bigrams formed from original
tweets with the bigrams formed from the clusters.

• Form a word graph G = (V,E) from the mined phrases.

If a word u appears before word v in any of the phrases then there
is a directed edge from node u to node v. The value at the edges
represent the frequency of the phrase uv in the tweets.

• Graph partitioning is done to have the most frequent phrases.

Partitioning of the graph G(V,E) is done by deleting the set of
edges having minimum weight, such that indegree of each vertex is 1.
If a cycle exists in the graph after partition, the cycle is removed from
the graph to generate a Directed Acyclic Graph.

• Longest Path Problem for Directed Acyclic Graph is solved to obtain
the longest phrase and the set of frequent phrases for each cluster.

• Summarization of tweets is done with the help of the longest phrase.

Five most relevant tweets for each of the clusters are extracted from
the original corpus with the help of the longest phrase.

• Frequent phrases mined from the graph and the words from the cluster
which could not form any phrase are mapped onto the most similar
DBpedia article(s).

Disambiguation of the phrases are done by exploiting Wikipedia
articles and also the URL of the DBpedia articles. Thereafter, the ab-
stract of the corresponding most similar DBpedia article(s) is extracted
for each of these phrases and words from the cluster. Thus a semantic
enrichment of the words and the phrases from the cluster is achieved.

Therefore, we can conclude that each cluster has a small collection of
tweets associated with it which perfectly describes the content of the cluster.
Also, each phrases formed from the cluster is associated with the abstract of
the most similar DBpedia article which provides a vivid explanation of the
phrases. Further, the rest of the words from the cluster which are not part
of any phrases are also mapped onto the most similar DBpedia article as in
for the phrases.
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11.2 Outlook

The methods developed and implemented in this thesis can be easily ex-
tended for the tweets of different languages. NLTK comes with a corpora for
many languages1, hence stopwords can be easily identified. Also DBpedia is
a multilingual knowledge base. Therefore, the phrases and words which are
now mapped only to the corresponding abstracts of the most similar English
DBpedia articles can also be easily mapped to the DBpedia articles of dif-
ferent languages.

All the methods can be applied to a corpus containing Facebook status
updates, messages or any other social media updates or messages which is
in form of text. Moreover, the steps followed after clustering of the tweets
can be applied to any the text clusters if one wishes to have a summary for
each of the clusters as well as some semantic enrichment of the content in
the clusters.

It can also be a very useful method to analyse the clusters formed from
some historical data corpus, where the enrichment of the clusters can give us
a better insight of the data. Also a short summary for each of the clusters
will give a clear picture of the information conveyed by the cluster.

1 http://www.nltk.org/book/ch02.html
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