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Abstract
In mathematical literature, terms can have multiple meanings based on context. Manual disambiguation across
scholarly articles demands massive efforts from mathematicians. This paper addresses the challenge of auto-
matically determining whether two definitions of a mathematical term are semantically different. Specifically,
the difficulties and how contextualized textual representation can help resolve the problem, are investigated. A
new dataset MathD2 for mathematical term disambiguation is constructed with ProofWiki’s disambiguation
pages. Then two approaches based on the contextualized textual representation are studied: (1) supervised
classification based on the embedding of concatenated definition and title and (2) zero-shot prediction based
on semantic textual similarity(STS) between definition and title. Both approaches achieve accuracy and macro
F1 scores greater than 0.9 on the ground truth dataset, demonstrating the effectiveness of our methods for the
automatic disambiguation of mathematical definitions. Our dataset, code, and experimental results are available
here: https://anonymous.4open.science/r/MathD2-v1-6C09/.
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1. Introduction

Mathematical scholarly articles contain highly structured statements, such as axioms, theorems, and
proofs, which are not easily navigable or explorable through traditional keyword searches. Several
initiatives have emerged to enhance the discovery of mathematical definitions. Argot [1]1 is a collection
of term-definition pairs automatically extracted from mathematical papers, allowing users to retrieve all
definitions of a given term. MathMex [2] 2 is a recent search engine for mathematical definitions based
on the semantic similarity between a user’s query and the definition. Both projects show promising
usage of different word embeddings. However, Argot cannot disambiguate polysemous terms, while
MathMex cannot guarantee that the retrieved definitions accurately define the queried term. Both
highlight the need for an automatically constructed knowledge base of mathematical definitions from
scholarly articles. Such a knowledge base would enable researchers to efficiently look up terms and
index relevant mathematical statements and articles.

Existing research in this area focuses on extracting mathematical definitions [3, 4, 5, 6] and identifying
the terms defined therein, known as definienda (singular: definiendum) [1, 7]. These tasks are extended
by disambiguating or linking newly extracted definition-term pairs to existing concepts in a reference
glossary, or otherwise expanding the glossary. Current work about math term disambiguation shows
promising applications of natural language processing for resolving token-level ambiguity in equations,
such as the ambiguity of “prime” (′) [8], and for linking formulae and identifiers(formula variable
without fixed value) in STEM papers to Wikidata [9].

Disambiguating definienda is particularly challenging when identical terms for the same concept are
defined in various ways (e.g., “path”) or when polysemous terms (e.g., “block”) refer to distinct concepts
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Table 1
Definitions extracted from different scholarly articles [7]. The definition of “path” has different formulations.
The notion of “block” has different meanings.

Definiendum Definition and Source Article
path If the vertices 𝑣0, 𝑣1, . . . , 𝑣𝑘 of a walk 𝑊 are distinct then 𝑊 is called a Path. A path with

𝑛 vertices will be denoted by 𝑃𝑛. 𝑃𝑛 has length 𝑛− 1. [10]
path Let 𝐺 = (𝑉,𝐸) be a graph. A path in a graph is a sequence of vertices such that from

each of its vertices there is an edge to the next vertex in the sequence. This is denoted by
𝑃 = (𝑢 = 𝑣0, 𝑣1 . . . , 𝑣𝑘 = 𝑣), where (𝑣𝑖, 𝑣𝑖+1) ∈ 𝐸 for 0 ≤ 𝑖 ≤ 𝑘 − 1. [11]

block A block in 𝐻 is a maximal set of tightly-connected hyperedges. [12]
block A block of indices is a set of numbers 𝑆 where every term 𝑆𝐺𝑎,𝑏(𝑠) depends on the same

value via division, for all 𝑠 ∈ 𝑆. [13]

(see Table 1). A possible heuristic is that if the definienda of two definitions are linked to different
concepts in a reference knowledge base, then these two definitions are distinct. This scenario assumes
that each definition corresponds to one definiendum.

For this study, ProofWiki3 serves as the reference list. It is a crowd-sourced online collection of
mathematical proofs, including 500 disambiguation pages. Similar to Wikipedia, these disambiguation
pages list identical terms, each linking to its corresponding definition page. Each definition page includes
a unique page title, the definition, and a topic or category where the term can be found (e.g., algebra
or geometry). Specifically, the page title contains the definiendum along with its category and serves
as the identifier of the definition page within ProofWiki (e.g. “Definition:Bilinear Form (Polynomial
Theory)” in table 2).

This work addresses the following research questions: RQ1: How well can contextualized word
embeddings help the disambiguation of mathematical terms? RQ2: Which pretraining strategies and
downstream tasks best suit this task? The main contributions of this work are:

• MathD2 - a new dataset for Mathematical Definiendum Disambiguation.
• Exploration of two different approaches demonstrating how the disambiguation task can

benefit from contextualized semantic representations.
• Experiment-supported evidence highlighting the efficiency of sentence embeddings for the

addressed disambiguation task.

2. Related Work

The challenges posed by this task are (a) the lack of labeled datasets for equivalent mathematical
definitions, (b) the limited number of disambiguation pages, and (c) the unstructured nature of defi-
nitions that combine mathematical notations, formulas, and general discourse [7, 6]. To address (a),
entity linking and sentence similarity approaches for mathematical terms are reviewed. To tackle (b)
and (c), transformer models [14] are employed for their capabilities to produce rich, contextualized
representations.

Contextualized representations produced by BERT (Bidirectional Encoder Representations from
Transformers) [15] encode the meaning of a word according to its context. This means that polysemous
words have several, more accurate representations depending on the sentence where they appear.
BERT is pretrained on two key tasks: Masked Language Modeling (MLM), where random tokens in
a sentence are masked and predicted based on context, and Next Sentence Prediction (NSP), which
trains BERT to determine whether a sentence logically follows another. Pretraining with MLM is widely
applied for domain adaptation , especially when there is a dearth of data for finetuneing [16, 17]. In
addition, finetuning BERT for specific downstream tasks and domains is straightforward. For instance,
by combining BERT’s output with a classification layer, it has been adapted for mathematical notation

3https://ProofWiki.org/wiki/Main_Page
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Table 2
Data extracted from a ProofWiki disambiguation page.

Definition Title
Let 𝑅 be a ring. Let 𝑅𝑅 denote the 𝑅-module 𝑅. Let 𝑀𝑅 be an 𝑅-module.
A bilinear form on 𝑀𝑅 is a bilinear mapping 𝐵 : 𝑀𝑅 ×𝑀𝑅 → 𝑅𝑅.

Definition:Bilinear Form (Linear
Algebra)

A bilinear form is a linear form of order 2. Definition:Bilinear Form (Polyno-
mial Theory)

prediction [18], definiendum extraction [7] and mathematical statement extraction [19]. The Natural
Language Inferernce (NLI) datasets [20, 21] used by BERT’s NSP pretraining are related to the task at
hand. A piece of supporting evidence is AcroBERT [22], an entity linker that reuses BERT for NSP’s
pretrained weights and is finetuned to link acronyms to their long forms. AcroBERT outperforms BERT
and other domain-adapted BERT-based models.

However, the nature of the BERT’s pretraining tasks makes it unsuitable for measuring semantic
similarity. Sentence BERT (SBERT) 4 [23] modifies BERT’s architecture to produce semantically
meaningful sentence embeddings that can be compared using cosine-similarity. Out-of-the-box SBERT
achieves superior performance across varied classification tasks involving mathematical texts [24]. In
one such task, the proponents measure the similarity of SBERT embeddings between an input text and
the combination of titles and abstracts of mathematical publications in arXiv 5 and zbMATH 6 to predict
the classification code of the respective repositories. In the same vein, this study aims to evaluate the
effectiveness of semantic textual similarity in linking definitions to titles. Since BERT for NSP and
SBERT require different domain adaptation strategies [23, 24], this work first identifies the architecture
that performs better for the task.

3. Methodology

Term disambiguation is formalized as an entity linking task, where the entities refer to the definition
page titles in ProofWiki. That is, given (1) a definition and an ambiguous definiendum and (2) a
dictionary that maps the ambiguous definiendum to entities, the goal is to find the title that best
matches the definition. The proposed method is described in two steps. First, the ground truth dataset
is constructed. Second, two applicable approaches are considered.

3.1. Construction of the MathD2 Dataset

A dump of the whole ProofWiki was extracted on the 9th July, 2024 using WikiTeam [25]. This dump is
then parsed to get all the definition statements and titles from all definition disambiguation pages. The
extracted definitions is converted to plain text. By mapping ambiguous terms and the corresponding
definition titles is finally constructed. Some definitions might contain other definitions(e.g., the definition
of “Loop” 7), which also happens to definitions in scholarly papers. If both definition titles are mapped
to a common ambiguous term, only the nested definition and its title are kept, because otherwise the
outer definition should be mapped to two titles: its title and the one of the nested definition. Finally,
terms mapped to less than two titles are removed. Table 2 shows (definition, title) pairs extracted from
the disambiguation page of “Bilinear Form’ 8. For the finetuning in Section 3.2, the dataset is split based
on the 343 ambiguous terms at the ratio of 8:2, making a training dataset of 275 ambiguous terms with
1436 (definition, title) pairs and a test dataset of 68 ambiguous terms with 433 (definition, title) pairs. All
(definition, title) pairs from one disambiguation page are kept together in either the training or test sets,

4https://huggingface.co/sentence-transformers/all-mpnet-base-v2
5https://arxiv.org/
6https://zbmath.org/
7https://proofwiki.org/wiki/Definition:Loop_(Topology)
8https://proofwiki.org/wiki/Definition:Bilinear_Form
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Positive samples: 
[CLS]Definition:Polyhedron/Vertex[SEP]The vertices of a polyhedron are the vertices of the polygons which constitute its faces.[SEP]
[CLS]Definition:Angle/Vertex[SEP]The point at which the arms of an angle meet is known as the vertex of that angle.[SEP]

Negative samples:
[CLS]Definition:Polyhedron/Vertex[SEP]The point at which the arms of an angle meet is known as the vertex of that angle.[SEP
[CLS]Definition:Angle/Vertex[SEP]The vertices of a polyhedron are the vertices of the polygons which constitute its faces.[SEP]

Figure 1: Sample training data made from the ambiguous term “Vertex”. Positive samples are good matches of
title and definition.

so that the generalizability of the finetuned model on unseen terms can be evaluated. In the finetuning
of Section 3.2, for each ambiguous term, two definitions and their titles are randomly selected to make
positive pairs, and the titles of two other definitions to make negative pairs (see example in Figure 1).
Both approaches are evaluated on the training and test datasets, except for the finetuned model.

3.2. Classification Based on One Concatenated Embedding

Following the finetuning setup of AcroBERT [22], BERT for NSP is adapted to build a supervised
sentence pair classifier to link definitions to their page titles in ProofWiki. Every pair of (definition,
candidate title with the matching ambiguous term in ProofWiki) is concatenated as an input sequence.
The sequence begins with a [CLS] token, followed by a candidate title, a [SEP] token, and then the
definition, ending with [SEP]. The input sequence passes through BERT’s transformer layers. These
layers produce contextual embedding for each token in the sequence. Then, the embedding of [CLS] is
fed into a softmax classification layer, which outputs a score to judge how coherent the concatenated
sequence is. The pair with the highest score is selected as the final predicted output. First the out-of-box
BERT for NSP serves as the baseline to see how well the pre-retained natural language inference model
can describe the entailment between the titles and definitions. Then the pretrained BERT for NSP is
finetuned with the training set using a triplet loss function:

ℒ = max
{︀
0, 𝜆− 𝑑neg + 𝑑pos

}︀
(1)

that aims to assign higher scores to the correct titles that match the input definition while reducing the
scores of irrelevant candidates, where 𝜆 = 0.2 is the margin value, and 𝑑pos and 𝑑neg are the distances
for positive and negative pairs, respectively. This approach is implemented with PyTorch [26] and
transfomers [27]. A batch size of 16 and Adam optimizer with learning rate 1e-5 are used. The learning
rate is exponentially decayed at a rate of 0.95 every 1000 steps. The model is trained with the training
dataset for 100 epochs. After each epoch, a checkpoint (copy of the current model weights) is saved.
Each checkpoint is then evaluated with the test dataset so that test data do not impact the model
weights.

3.3. Zero-shot Prediction Based on Semantic Textual Similarity between Two
Embeddings

A shortcoming of the previous solution is that the NSP inference has to be run for every (definition, title)
pair mapped to an ambiguous term. Motivated to make a computationally more efficient solution, the
sentence embeddings of the definitions and titles are explored. In this setup, the sentence embedding
of the titles and the definitions only need to be calculated once. For the definition and each candidate
title with the matching ambiguous term, the title with the highest cosine similarity to the embedding
of the definition is selected as the final predicted output. To explore the potential benefits of different
pretraining corpus and related tasks, the following models are studied:

• The best-performing sentence transformers for Semantic Textual Similarity(STS) tasks for short
mathematical text as reported in [24], including out-of-box SBERT [23], math-similarity/Bert-



MLM_arXiv-MP-class_arXiv [24] (noted as Adapted SBERT in Table 3), and mini SBERT models
SBERT/all-MiniLM-L6-v2 [28], and SBERT/all-MiniLM-L12-v2 [28].

• Mean pooled out-of-box BERT, to compare with the pretraining of SBERT.
• Mean pooled out-of-box CC-BERT [16], a from-scratch model pretrained with MLM on math-

ematical papers. This experiment studies the impact of domain-specific MLM pretraining and
domain-specific tokenization, comparing to mean pooled out-of-box BERT

Following SBERT’s default setting [23], the mean pooling strategy is used to calculate the sentence
embeddings with out-of-box BERT and CC-BERT.

4. Results and Discussion

Accuracy and the average of the 𝐹1 score for each ambiguous term (macro 𝐹1 score) are used to measure
how well both approaches can link a definition to the correct title. Table 3 shows the experimental results
of both methods. Overall, our finetuned NSP model performs best, validating AcroBERT’s set-up and
the helpfulness of BERT for NSP’s pretrained weights. Notably, the out-of-the-box SBERT demonstrated
excellent performance with much less inference time. The performance of prediction based on STS
with sentence transformers is aligned with the results of [23] and [24]. Given that both BERT for
NSP and SBERT are pretrained on NLI tasks [15, 23], it may be deduced that i) compared to using the
[CLS] representation of concatenated sequence, using separated sentence embeddings captures more
information for our task, and/or ii) SBERT’s pretraining on (title, abstract) pairs from S2ORC dataset [29]
helps to better understand the entailment between titles and body texts. However, the domain-adapted
SBERT model 9 that the authors of [24] finetuned with multiple tasks using titles and abstracts of
mathematical papers does not yield better results than general SBERT models. This might be due to the
model being solely trained on titles and abstracts, diminishing the model’s representational capacity for
both formulas and general text. The experiments with the mean pooled out-of-box BERT and CC-BERT
show that MLM domain-adaptation over mathematical papers slightly improves this task but is far less
efficient than adapted SBERT, which has been pretrained with fewer data but on a better task.

Limitations: An interesting finding is that SBERT for STS and the finetuned BERT for NSP make
some common mistakes, indicating the limits of using only semantic representations. The most com-
mon error is when the definition statement includes nested definitions. Another typical error is that
the predicted result is in the correct category but not the definiendum, mainly when the definition
contains morphemes in the predicted title or when the definition does not contain some morphemes
in the expected title. For example, the definition of “Consequence Function” starts with “Let G be
a game...” 10, and the predicted title is “Definition:Consequence(Game Theory)’ 11. Thus, enhancing
sentence embedding’s comprehension of semantic and syntactic knowledge of mathematical definitions
is still worth investigating. Other common mistakes reveal the noises in the dataset due to automatic
scrapping and LATEXconversion of irregular ProofWiki pages.

5. Conclusion and Future Works

This work introduces a new dataset for mathematical term disambiguation with ProofWiki. Two
entity linking approaches have been implemented and shown to yield advantages in the usage of
contextualized embeddings to differentiate mathematical definitions. The experimental results proved
the efficiency and effectiveness of using out-of-the-box SBERT. Further work is planned on applying
the proposed approaches on scholarly papers. In addition, the current approach is to be extended to
include document-level representation and citation information to differentiate definitions in scholarly
papers. This work also indicates the need for further study on building sentence transformers that
benefit from domain-specific MLM and task-related pretraining.
9https://huggingface.co/math-similarity/Bert-MLM_arXiv-MP-class_arXiv
10https://proofwiki.org/wiki/Definition:Consequence_Function
11https://proofwiki.org/wiki/Definition:Consequence_(Game_Theory)
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Table 3
Accuracy and macro 𝐹1 scores. Models convert the input sentence to embeddings, and the embeddings are fed
to different calculations according to the approach. Values are reported as 𝜌 · 100. Only the finetuning of BERT
with NSP has been trained with the Train Set, the rest approaches are unsupervised. Thus, the unsupervised
approaches are also evaluated over the Train Set to have more results.

Model Approach Test Train
𝐹1 Acc. 𝐹1 Acc.

BERT [15] NSP 80.9 84.8 79.8 83.9
finetuned BERT NSP 92.1 93.8 - -
Mean Pooled BERT STS 26.1 35.3 30.2 40.3
Mean Pooled CC-BERT [16] STS 28.2 37.9 35.6 45.4
SBERT/all-MiniLM-L6-v2 [28] STS 90.1 92.4 88.1 91.0
SBERT/all-MiniLM-L12-v2 [28] STS 91.2 93.3 89.4 92.1
SBERT-all-mpnet-base-v2 [23] STS 91.4 93.5 89.0 91.6
Adapted SBERT [24] STS 43.8 52.2 54.0 61.5
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