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Abstract. To fulfil the increasing need for food of the growing popu-
lation and face climate change, modern technologies have been applied
to improve different farming processes. One important application sce-
nario is to detect and measure natural hazards using sensors and data
analysis techniques. Crowdsensing is a sensing paradigm that empowers
ordinary people to contribute with data their sensor-enhanced mobile
devices gather or generate. In this paper, we propose to use Twitter
as an open crowdsensing platform for acquiring farmers knowledge. We
proved this concept by applying pre-trained language models to detect
individual’s observation from tweets for pest monitoring.

Keywords: transfer learning · crowd-sensing · plant health monitoring
· twitter

1 Introduction

Crowdsensing is a sensing paradigm that empowers ordinary people to contribute
with data sensed from or generated by their sensor-enhanced mobile devices [1].
It introduces a new shift in the way we collect data by permitting to acquire
local knowledge through smart devices carried by people, such as smartphones,
tablets, smartwatches, among others. This allows to leverage enhanced sensors
of smartphones in a fast and economical way, in contrast to more expensive
traditional methods. Driven by the increasing recognition of the importance of
farming to sustain humanity and the central role of farmers in the digitization
of agriculture [3], we have witnessed the emergence of crowdsensing applications
for smart farming [7]. Farmers are more than ever present in social media such
as Facebook, WhatsApp, and Twitter [12], where they report their issues and
discuss. They also search solutions to existing problems in online groups. Partic-
ularly, Twitter allows farmers to freely publish short messages called “tweets”
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to share their observations. Taking advantage of these observations requires of
keeping track of relevant data sources among noise, extracting and organizing
the information they contain and sharing it with other interested users is only
possible at a high human effort, by manually inspecting, filtering and cleaning
all data and connecting related entities and contexts.

Recent applications of large-scale pre-trained language models seem promis-
ing for tackling domain-specific information extraction problems from text in
French [11,4]. In this work, we propose to build ChouBERT, a pre-trained lan-
guage models that “learns” knowledge in plant health domain from French plant
health bulletins (BSV, for Bulletin de Santé du Végétal in French) and recog-
nizes similar syntax in tweets for detecting farmer’s observations in French phy-
tosanitary context. Driven by the increasing connectivity of farmers and
the emergence of online farming communities, our goal is to explore the
emerging application of on-farm observations via social networks -particularly
Twitter- and propose an approach for tweet classification. We aim to answer the
following research questions: RQ1. how pre-trained language models (LM) can
assist in the exploration of tweet-based crowd observations? ; and RQ2. how to
further pre-train general LMs for domain specific text classification?.

In the next section, we review related work. Then, we formalize the problem
and our approach in Section 3. We present our solution ChouBERT in Section
4, we discuss the threats to validity in Section 5, and we give our conclusion in
Section 6.

2 Related work

In regard to existing works on plant health monitoring using Twitter, [16] builds
different keyword-based queries to retrieve tweets about the Bogong moth and
the Common Koel and compared the number of tweets with regularly planned
surveys to validate the queries. This approach requires human efforts for build-
ing queries with hazard names or symptoms, and presents a problem for using
Twitter to detect unfamiliar biosecurity events. [10] gathers tweet about 14 fun-
gal diseases and proposes supervised tweet classification with Machine Learning
and word embeddings. Their good accuracy proves the feasibility of categorizing
tweets for monitoring known crop stresses. However, word embedding-based rep-
resentations demand for disambiguation. This work also lacks in generalizability
on unknown categories of tweets. In our work, we propose to apply domain-
specific contextualized embedding to improve the generalizability of classifiers
on unknown hazards.

3 Approach

We define individuals’ observation as: a description of the presence of pest in a
field in real time. However, unlike domain-specific reporting applications which
frame observations in a predefined way, observations on Twitter are documented
in free text or images. These observations may also exist among irrelevant tweets.
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These tweets may be missing essential information, such as precise location,
impacted crop, the current developing status of a pest and the estimation of
upcoming damage. The knowledge that helps to recognize farmers’ observations
can be found in: vocabularies of French crop usage [9] as formal knowledge; BSV
as semi-structured domain knowledge; pre-trained LMs as knowledge of French
language; tweets labelled by domain experts, containing tactical knowledge; and
unlabelled tweets concerning crops or plant health issues, as a corpus of the
syntax of tweets.

Fig. 1 illustrates an overview of the different steps of our approach : i),
data preparation: we collected tweets using keywords . Then, we invited domain
experts to label a set of tweets about known issues, so that we include the experts’
interest in the objective of supervised learning; ii), further pre-training: adjust
the weights of pre-trained encoders using Masked Language Model (MLM) [2]
with BSV and raw tweets to integrate the knowledge about plant health and the
writing style of tweets in order to better project features of tweets in vectorial
space; and ii), supervised tweet classification: we train classifiers with different
LM representations to distinguish observations from other information.

Labeled Tweets

Baseline model 
(TF-IDF) 

Out-of-box LM 
(mBERT,FlauBERT
,CamemBERT)

Further pre-trained 
LM (ChouBERT)

Domain corpus 
(Raw Tweets + BSV)

further pre-training

Supervised 
classification 
(Linear Regression)

TF-IDF vectors

CamemBERT embedding for 
classification

ChouBERT embedding for 
classification

Data Preparationprior 
knowledge

Fig. 1: Overview of the steps of the approach in the study

4 Experiments

4.1 Data preparation

We worked in collaboration with Arvalis (www.english.arvalisinstitutduvegetal.fr)
to label tweets concerning observations about 5 different natural hazards. For
each of these hazards, we invited plant health researchers to label tweets ac-
cording to their judgement of their pertinence. Table 1 shows the composition
of our labelled set. We collect tweets for at least 2 years. We use the tweets
about corn borers, corvids and barley yellow dwarf virus(JNO) to construct the
training set. Of these 1358 tweets, 396 are labelled as observation (positive case).
To evaluate the generalizability of our classifier on unseen hazards, we use the
tweets about cording moths as supplementary training data and tweets about
wireworms as supplementary test data. We chose wireworm because the word
taupin is polysemous in French, these tweets contains many unseen noises.
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Table 1: Composition of the labelled set

hazard French hazard name period total num. of observation

corn borer Pyrale du Mäıs 2019.1 - 2020.12 266 56
JNO Jaunisse Nanisante de l’Orge 2016.1 - 2020.9 625 229
corvids Corvidae 2009.8 - 2020.12 467 111
coding moth Carpocapse 2009.11 - 2021.9 362 49
wireworm taupin 2010.3 - 2021.9 394 33

We downloaded 40828 BSVs [14] from data.gov.fr. 17286 BSV are in XML,
and 23542 are in plain-text. A first processing is to convert XML file to plain
text. A cleaning step is also necessary to remove punctuation artifacts or out-of-
context agricultural information such as phone numbers. To teach the LM the
characteristic of tweets, we collected tweets containing terms in a list of 669 key-
word concepts in the plant health domain between January 2015 and September
2021. We used insect pest names and plant diseases names in former PestOb-
server website [15], and the literal value of skos:prefLabel and skos:altLabel of all
nodes having type skos:Concept in FrenchCropUsage thesaurus to construct the
list.

4.2 Experimental setup

We conducted all experiments on a workstation having Intel Core i9-9900K CPU,
32 GB memory, 1 single NVIDIA GeForce RTX 3090 GPU with CUDA 10.0.130.
We downloaded the LM from transformers [17]. We use fast-bert [13] wrapper
for the further pre-training and the training of classifiers using linear regression.
The choice of hyperparameters (see in Table 2)is based on the recommendation
of BERT [2] and the configuration of our workstation. We did not do grid search
for all hyperparameters on all the models for simplicity. For the further pre-
training, we use implementation CamembertForMaskedLM in the transformer
package (https://huggingface.co/transformers/v3.0.2/). We test different
recipes to construct different corpus with the BSVs and tweets. We evaluate the
further pre-trained LMs on the classification task.

Table 2: Hyperparameters for further pre-training and for classification

hyperparameters pre-training classification

Batch size per GPU [4, 8, 16] [8, 16, 32]
Learning rate 1e-4 2e-5
Max sequence length 256 128
Epochs [1, 2, 3, 4, 8, 16, 32] [4, 10]
Schedule type warmup cosine warmup cosine
Optimizer type adamw adamw
Warm-up steps - 300

Due to the small size of our labelled data, we perform 5-fold cross-validation
keeping the same separation for our labelled set. We used these 5 labelled sets for
all the classification experiments, including the experiments with baseline model
and the pre-trained LMs. Figure 2 shows the number of positive labels and nega-
tive labels in each fold of training/validation set. We use the following implemen-
tations in the transformer package: BertForSequenceClassification, CamemBert-

https://huggingface.co/transformers/v3.0.2/
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ForSequenceClassification and FlauBertForSequenceClassifiaction as classifiers,
each of which is a linear layer on top of the pooled output of the LM.

0
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set 1set 2set 3 set 4set 5

training /neg training /pos validation /neg validation /pos

Fig. 2: Label distribution in each fold of training/validation set

To align with the linear classifiers in the transformer package, and to be
differentiated from contextualized representations, we choose to fit the term
frequency-inverse document frequency (TFIDF) vector of each tweets on linear
regression classifier in sklearn package [8] for our baseline model. To build TFIDF
feature vectors, we tokenize the tweets with or without stemming and lemma-
tizing, then extract all the unigrams, bigrams and trigrams, and search min-
imum document frequency(min-df) in [0.005, 0.003, 0.002, 0.001]. We find that
the TFIDF vectors with stemmed tokens and min-df at 0.001 gives best average
precision scores on the classification task, the average of which is 0.737186.

As presented above, there are fewer tweets about observations (positive) than
non-observation (negative), and that the positives are more important, we draw
the Precision-recall (PR) curve to evaluate each of the classifiers trained on
the 5 folds of imbalanced data. To have a general measure of performance irre-
spective of any particular threshold, we use average precision score in sklearn
package [8], which estimate the area under the Precision-recall curve (AUCPR)
as the weighted mean of precision achieved at each threshold, with the increase
in recall from the previous threshold used as the weight. In the following, we
evaluate the models with the average of the 5 average precision scores.

4.3 Results and evaluation

Choosing the Out-of-box LM To find the most pertinent out-of-box LM for
the further pre-training on our domain corpus, we perform the classification task
with the embeddings given by the following LM: CamemBERT(camembert-base
and camembert-large) [6], FlauBERT (flaubert-base-uncased and flaubert-large-
cased) [5], and mBERT (bert-base-multilingual-uncased) [2]. For each LM, we
note the score with best average precision scores in Table 3. All the models give
better representation for classification than the baseline model (0.737186), which
favour contextualized embeddings. CamemBERT models (denoted by CMB in
the table) outperforms FlauBERT models (denoted by FLB). There are no signif-
icant differences between the base and large models. Thus, we choose to further
pre-train Camembert-base with our corpus, and we use the classification results
of CamemBERT models as our state-of-the-art models.
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Table 3: Average precision scores of classification with out-of-box LMs

model mBERT CMBlarge CMBbase FLBbase FLBlarge

avg. APS 0.789853 0.861968 0.855935 0.845478 0.845027

The further pre-training There are two mainstream strategies to pre-train
domain specific LMs: either further pre-train the weights of an existing model on
domain specific corpus without touching its vocabulary and tokenizer like [4],
or pre-train a new LM on domain specific corpus and a tokenizer from scratch
like JuriBERT [11]. In this work, we have extracted 230 MB of text from BSVs
and 20 MB of tweets to construct our corpus, which is relatively small compared
to those pre-trained from scratch. Thus, we decided to further pre-train existing
LM on our corpus, reusing the native vocabularies and tokenizers. As we have
too few tweets labelled as observation, we let BSVs teach the LM about context
of observations and let unlabelled tweets to teach the LM the language style
of tweets. The further pre-training is done via the Masked Language Modelling
Task. Given any input sequence, 15% of the tokens are chosen randomly for
prediction, of which 80% are masked, 10% are replaced with a random token
and the rest 10% remain unchanged. Then the LM is trained to predict the
original token, so it can learn the contextual information of the tokens, or how
the tokens are organized together.

We feed the out-of-box CamemBERT base model with 3 different groups of
recipes: only BSV, only tweets or both, and we note them as ChouBERTBSV ,
ChouBERTTweet and ChouBERTBSV+Tweets. We fine-tune these ChouBERT
models (denoted by “CHB” in the table) on the classification task and note the
best performance of each model in Table 4. We can see that all three ChouBERT
models have better scores than CamemBERT models, ChouBERTBSV+Tweets

has the best results. It seems that CamemBERT do have the capacity to integrate
the representation of tweets and of plant health from two different kinds of text
for improving the downstream classification task when properly feed.

Table 4: Average precision scores of classification with further pre-trained LMs

model CHBTweets CHBBSV CHBBSV +Tweets CMBlarge CMBbase

avg. APS 0.874741 0.865134 0.887424 0.861968 0.855935

The generalizability on unseen hazards From the previous experiments,
we selected the best hyperparameters (10 for epochs, 16 for batch size) for clas-
sification to study the effect of further-pretraining epochs on the generalizability
of ChouBERTBSV+Tweets representation for detecting unseen hazards. Adding
the tweets about coding moths to the previous training set/validation set of
3 hazards, we make a new set of 4 hazards for classification. We further pre-
train ChouBERTBSV+Tweets for 0 (CamemBERT out-of-box model), 4, 8, 16,
32 epochs, train classifiers with 3-hazard set and 4-hazard set, test the classi-
fiers on tweets about wireworm, so neither of the classifiers has seen the hazard
during the training, and we plot the performance (the average of the 5 average
precision scores) of each classifier in Figure 3.

Within the representation of each pre-trained model, the classifier trained
with 4-hazard set outperforms the one trained with 3-hazard set, which implies
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Fig. 3: Performance of different classifiers on wireworm tweets

that adding more labelled data helps improve the generalizability. Moreover, with
more pretraining on text about plant health, the performance difference between
the classifier trained with 4-hazard set and the one with 3-hazard set reduces.
All the ChouBERTBSV+Tweets classifiers trained with 3-hazard set outperforms
significantly the CamemBERT out-of-box classifier trained with 4-hazard set.
This proves that ChouBERTBSV+Tweets deals better with plant health related
information in tweets for classification.

5 Threats to validity

For the labelling of the tweets about observation, we did not take into account
the observations concerning the absence of hazards. Neither did we rank the per-
tinence or the completeness of the observations, which should be considered in
future work. For the tempo-spatiality, in this study we consider all the observa-
tion tweets should be produced in real-time, if we cannot decide the temporality
of a tweet, we label it as non-observation. Most of the tweets are not localized,
so they can come from any francophone country.

6 Conclusion and future work

In this work, we presented a method to exploit crowd observations on Twitter.
We built ChouBERT by applying domain adaptive pre-training to CamemBERT
on BSV and tweets . We highlight the generalizability of ChouBERT representa-
tion on unseen hazards for the classification task. We can generalize this approach
to improve crowdsensing based on textual content of tweets by: collecting tweets
using keywords; manually labelling a small set of tweets; further pre-training
language models using domain documents and tweets; and building NLP appli-
cations with the labelled set and the domain-adapted LM. For future work, we
plan to evaluate our model on other NLP tasks; to study for the integration
of heterogeneous text and the building of a knowledge base ; and to explore
other features of tweets, such as the demographic diversities in texts with con-
textualized embeddings. At last, our experience shows that crowd observation
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on Twitter is not a replacement of other monitoring paradigms, but a comple-
mentary source of information to detect weak signals, rather than quantifying
the gravity of an issue.
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