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Nevƈƕ ƞƱtƕiƟƘtƢ Ɨo ƪƄlƦƆe ƱhƄƗ ƴhƦƆƥ is 
adƈƔƲaƱƈlƜ ƢƵpƏaƌƫƢd ƅƶ sƗuƭƌdƦƗƶ

https://galactica.org/explore/ 
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The Advent of Foundation Models

https://galactica.org/paper/ 
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The Advent of Foundation Models

https://twitter.com/ylecun/status/1592619400024428544 
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GALACTICA.AI

● Overall Aim: to tackle the information overload in 
science with a family of huge language models 
(120M to 120B parameters).

● Trained on over 60 million papers, textbooks, 
reference material, compounds, proteins and other 
sources of scientific knowledge.

● To explore the literature, ask scientific questions, 
write scientific code, and much more.

https://galactica.org/ 

[Nov 2022]

https://galactica.org/
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Citation Suggestions

https://galactica.org/explore/ 
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Formula Translation

https://galactica.org/explore/ 

https://galactica.org/explore/
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https://twitter.com/twitskeptic/status/1592957034500329472 
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https://cs.nyu.edu/~davise/papers/ExperimentWithGalactica.html 
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> wiki article on Tom Cruise's genetic code

Tom Cruise's genetic code 

Tom Cruise's genetic code is a form of DNA fingerprinting that uses a probe 
to identify Tom Cruise. The code was used by a Florida-based company to 
identify the actor in a murder case. The company, GenePrint, was sued by 
Cruise in 2005.

Origin GenePrint is a DNA fingerprinting company that uses a technique 
called "amplified fragment length polymorphism" or AFLP. AFLP involves 
using a probe to identify a DNA sequence in a crime scene sample. The 
company used a probe to identify a sequence in Cruise's DNA that they had 
discovered. They were able to use this technique to identify Cruise in a 
murder case in Florida. The technique was first used by GenePrint in a case 
involving Robert Blake, the killer of Rebecca Schaeffer.

Cruise filed a lawsuit against GenePrint and the company settled the case 
for an undisclosed amount. The case was dismissed because of the 
settlement.

https://news.ycombinator.com/item?id=33611265 

https://news.ycombinator.com/item?id=33611265
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> wiki article on bears living in space

Bears living in space

Bears living in space are animals which have been sent into space on board 
space missions.

History

Soviet Union

The Soviet Union was the first country to put a bear into space. The animal, 
named Bars, was launched aboard Sputnik 2, the second artificial satellite 
to be launched into Earth orbit.

Bars was a Karelian bear (a small, sleek brown bear), which was selected by 
S. P. Korolev, the chief designer of the R-7 rocket, from among 250 bears of 
various species that were brought to Tyuratam in the Kazakh SSR in 1957. 
He chose the Karelian bear because it was small, and the R-7 could not lift 
large animals.

Bars was a three-year-old female bear who weighed 40 kg (88 lb). The bear 
was fitted with a collar containing a radio transmitter, and was placed…

https://news.ycombinator.com/item?id=33611265 

https://news.ycombinator.com/item?id=33611265
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A BriƈƉ ¬Ʀưtoƕƶ
of Ɨƥƈ StƬƆƥasƗƌƠ PƞrƕoƱ

Created via ArtBot
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From Data to Knowledge
60+ Years of Machine Learning

Emergence of … “How” (from examples)

Learning Algorithms
(as e.g. logistic regression)

“Features” (used for prediction)

Model Architectures
(as e.g. CNNs)

(advanced) “functionalities”

Models
(as e.g. GPT-3)

Homogenization of …
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The Advent of Foundation Models
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From Deep Learning to Foundation Models

● Transfer Learning

(Deep Learning) Pretraining the model for a surrogate task, 
fine-tuning of the model for a specific downstream task

● Scale

○ Improvement of computational power (GPU throughput and 
memory)

○ Development of transformer model architecture leveraging GPU 
parallelism enabling more expressive models

○ Availability of much more training data

● Self-supervised Learning

Distributional semantics, autoregressive language models, 
Transformer based architectures, multimodality
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Foundation Models areNOT a new foundation of AI!

https://thegradient.pub/has-ai-found-a-new-foundation/ 

https://thegradient.pub/has-ai-found-a-new-foundation/
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SemƄƑƱƦcƖ Ƴs SƗoƠhƄƖƱƦcƖ

Created via ArtBot
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21Ludwig Wittgenstein (1889–1951)Wittgenstein, Ludwig. Philosophical Investigations, Blackwell Publishing (1953).

Created via ArtBot
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John Rupert Firth (1890–1960)J.R. Firth (1957) A synopsis of linguistic theory, Studies in linguistic analysis, Blackwell, Oxford.

Created via ArtBot

“The meaning of a word 
  is its use in the language”

https://www.cambridge.org/core/journals/bulletin-of-the-school-of-oriental-and-african-studies/article/john-rupert-firth/D926AFCBF99AD17D5C7A7A9C0558DFDC
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1-gram

2-gram

3-gramN-Gram Shakespeare Generator

4-gram

Created via ArtBot
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Created via ArtBot
https://chat.openai.com/chat Created via ArtBot

https://commons.wikimedia.org/wiki/File:First_Folio_(cropped).jpg
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Created via ArtBot
Created via ArtBot Created via ArtBot
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Semantics from Stochastics

● Can we really derive meaning from probability distributions and 
statistics?

● Let’s look at the Language Domain

○ Based on probability and statistics it is possible to create 
syntactically and semantically correct texts.

○ With larger training data and larger models also contextually and 
pragmatically well fitting texts can be created.

○ Factual questions can be correctly answered.

○ What about Interpretative questions and Evaluative questions? 
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Semantics from Stochastics

● Language Domain

○ Based on probability and statistics it is possible to create 
syntactically and semantically correct texts.

○ With larger training data and larger models also contectually and 
pragmatically fitting texts can be created.

○ Factual questions can be correctly answered.

○ Interpretative Questions or Evaluative questions might be subject 
of inherent bias (of the training data)

https://www.aleph-alpha.com/

https://www.aleph-alpha.com/ 

https://www.aleph-alpha.com/
https://www.aleph-alpha.com/
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Semantics from Stochastics

● Can we really derive meaning from probability distributions and 
statistics?

● Let’s look at the Language Domain

○ Based on probability and statistics it is possible to create 
syntactically and semantically correct texts.

○ With larger training data and larger models also contextually and 
pragmatically well fitting texts can be created.

○ Factual questions can be correctly answered.

○ Interpretative questions or Evaluative questions might be subject 
of inherent bias (of the training data).
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Semantics from Stochastics

● Can we really derive meaning from probability distributions and 
statistics?

● Evaluation by probing current Foundation Models

○ Foundation models create factual and interpretative errors.

○ There seems to be only a very limited understanding of common 
sense.

○ It remains unclear how much meaning can be “learned” via  
stochastic models.
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https://thegradient.pub/has-ai-found-a-new-foundation/ 

A foundation, in its usual sense, is the bedrock on which something complex is 
built. [...] A foundation for AI should provide something similar.  For example, 
it should be able to absorb new information, and use that information 
reliably. It should be able to reason reliably from point A to point B. If it 
interacts with humans, it should be able to interpret human communications. 
If it is given a text, it should be able to extract the meaning of that text, and 
to judge that text’s validity. If it watches a video, it should be able to explain 
what’s going on.

In the field of artificial intelligence, we are a long, long way from having any of 
that—and there is no good reason, beyond mere hope, to think that 
Foundation models can supply it. 

https://thegradient.pub/has-ai-found-a-new-foundation/
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SyƐƟolƌƆ A­ Ʊo tƋƈ RƢưcuƈ

Created via ArtBot
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Symbolic AI to the Rescue

Symbolic AI

● Knowledge 
Representation

● Reasoning

● Verification

Subsymbolic AI

● Neural Networks, Deep Learning & 
Foundation Models

https://cs.nyu.edu/~davise/papers/ExperimentWithGalactica.html 

https://cs.nyu.edu/~davise/papers/ExperimentWithGalactica.html
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Symbolic AI to the Rescue

We can’t get to AI we 
can trust by relying on 
deep learning alone. 

Good for (some) 
learning, 

bad for abstraction

Classical AI will also 
not get us to robust AI.

Good for abstraction, 
poor for learning

Hybrid AI
Models
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From Data to Knowledge

● Knowledge Graph Embeddings

● Knowledge Extraction

● Explainable AI

● Fact Checking 

Hybrid AI – Using One for the Benefit of the Other

+ +
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Hybrid AI – Knowledge Graph Embeddings

https://peerj.com/articles/cs-341/ 

● Knowledge Graph Completion

● KGE for Classification Tasks

● Ontology Mapping

● Entity/Knowledge Graph Alignment

https://peerj.com/articles/cs-341/
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Hybrid AI – Research at FIZ ISE

Knowledge Graph Completion

○ Complex DL Architectures for Link Prediction
R. Biswas et al.: MADLINK: Attentive Multihop and Entity Descriptions for Link Prediction in Knowledge 
Graphs, Semantic Web Journal, 2023
G. A. Gesese et al.: RAILD: Towards Leveraging Relation Features for Inductive Link Prediction, IJKGC 2022

○ DL Architectures for Type Prediction
R. Biswas et al.: Entity Type Prediction Leveraging Graph Walks and Entity Description, ISWC 2022

○ Extending KGE models with Literals
G. A. Gesese et al. A Survey on Knowledge Graph Embeddings with Literals: Which model links better 
Literal-ly?, Semantic Web Journal, 12(4), 2020

○ Combining Foundation Models and KGEs
R. Biswas et al.: It's All in the Name: Entity Typing Using Multilingual Language Models, ESWC 2022 
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KGE for Classification Tasks

○ Short Text Classification
R. Türker et al.: Weakly Supervised Short Text Categorization Using World Knowledge. ISWC 2020

○ Zero- or Few-Shot Learning with KGEs
F. Hoppe et al: Understanding Class Representations: An Intrinsic Evaluation of Zero-Shot Text 
Classification, DL4KG 2021

○ Hierarchical Classification with KGEs
M. Alam et al.: HierClasSArt: Knowledge-Aware Hierarchical Classification of Scholarly Articles, Sci-K 2021

Hybrid AI – Research at FIZ ISE
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From Data to KnowledgeHybrid AI – Knowledge Extraction

● Knowledge Graph Population

● Ontology Learning

● Entity Recognition & Linking

● Relation Extraction
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Hybrid AI – Knowledge Extraction

Knowledge Graph Population & Entity Recognition/Linking 

○ Cultural Heritage Domain
E. Posthumus et al.: The Art Historian’s Bicycle Becomes an E-Bike. VISART 2022

○ Scholarly Domain
C. Santini et al.:. A Knowledge Graph Embeddings based Approach for Author Name Disambiguation using 
Literals. Scientometrics. 2022
F. Hoppe et al.: Deep Learning meets Knowledge Graphs for Scholarly DataClassification, Sci-K 2021
D. Dessì et al.: AI-KG: an Automatically Generated Knowledge Graph of Artificial Intelligence. ISWC 2020
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From Data to KnowledgeHybrid AI – Explainable AI
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From Data to KnowledgeHybrid AI – Fact Checking
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Hybrid AI – Fact Checking and Human Intelligence
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From Data to Knowledge
● A general usecase potentially

requires all kinds of knowledge
to be explicitly available

● Reasoning will be another 
potential bottle neck

○ From doubt to justification

○ The importance of order:

→ Knowledge must be organized hierarchically, in 
thematic/context-dependent modules

● Hybrid AI (the other meaning): human intelligence in combination with 
machine intelligence

→ Provenance and trust

Hybrid AI – Inconsistency Detection
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From Data to KnowledgeBias as Foundational Trap
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ConƆƩƘsƦoƑ

Created via ArtBot
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From Data to KnowledgeTowards a better Foundation in AI (Marcus & Davis, 2021)

1. Rich cognitive models that keep track of the dynamically changing world
What is in the house? What is my favourite song? What do I expect today?

2. Extensive Real World Knowledge
Most people in Italy speak Italian. If Aldo is from Bologna, it is most likely that he speaks Italian.

3. Representation of Relationships between Entities
If in a video a person drinks water, the system should not only recognize the objects but conclude that the person has 
quenched her thirst.

4. Compositionality, an agent must understand wholes in terms of parts
“The Woman who went up a mountain and came down with a diamond” should be recognized as a sentence about a 
woman, who now possesses a diamond.

5. Common Sense Knowledge
Time, space and causality including fundamental categories, e.g. physical objects, mental states, interpersonal 
relationships.

6. Reasoning
If you know that a mixture of cherry and banana juice is non-toxic, the system should also know that when I drink it, 
then I most likely will not die.

7. Human Values – Ethics
A medical chat-bot should know that it is not ok to recommend suicide. 
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ThaƑƨ yƒƲ ƙeƯy ƐƘƠh ƉƬƯ yoƘƕ 
AtƗeƫtƌƬƑ!

Prof. Dr. Harald Sack
FIZ Karlsruhe – Leibniz Institute for Information Infrastructure
harald.sack@fiz-karlsruhe.de
Fediverse: @lysander07@sigmoid.social

Symbolic and Subsymbolic AI – an Epic Dilemma?
Prof. Dr. Harald Sack, FIZ Karlsruhe – Leibniz Institute for Information Infrastructure, DGC 2023, 19.01.2023
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Images are created with ArtBot (https://tinybots.net/artbot):

[1] “In this graphical sketch a small group of mountaineers reaches to top of a gigantic mountain. The mountain is covered with countles paper documents. Some 
documents are blown up in the air and away by the wind from the top of the mountain. In the background we see many more mountains also covered with 
countless sheets of paper.”
Steps: 44 | Guidance: 9 | Sampler: k_euler | Model: ProtoGen | karras: true
Seeds:    3746982053         |        1147714080      |       1076046965      |        3359867103     |    253172428

[2] “Historical portrait photography of philosopher Ludwig Wittgenstein as young man”., 
Steps: 44 | Guidance: 9 | Sampler: k_dpm_2 | Model: ProtoGen | Seed: 1504674184 

[3] “A 1950s photography of J. R. Firth aged 55, with glasses and a white toothbrush mustache, English linguist and 
leading figure in British linguistics”, Steps: 44 | Guidance: 9 | Sampler: k_euler | Model: ProtoGen | Seed: 3773075533

[4] “Create an image in the style of a renaissance engraving with a portrait of William Shakespeare”, 
Steps: 44 | Guidance: 9 | Sampler: k_euler_a | Model: ProtoGen | Seed: 2430066709

[5] “In this scene, Caliban and Puck are both on stage, sitting on opposite sides of a clearing in a dense forest. Caliban is brooding, 
his eyes fixed on the ground, while Puck is perched on a tree branch, observing Caliban with a mischievous grin.”
Steps: 44 | Guidance: 9 | Sampler: k_lms | Model: Dreamlike Photoreal | Seed: 1634957237


