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Write Harald Sack's scientific presentation on Symbolic and Subsymbolic Al - an Epic
Dilemma?

"Symbolic and Subsymbolic Al: An Epic Dilemma"

Ladies and gentlemen,

Welcome to my presentation on the ongoing debate in the field of artificial intelligence,
specifically the divide between symbolic and subsymbolic approaches.

Symbolic Al, also known as "good old-fashioned Al," involves the use of explicitly
programmed rules and representations to solve problems. Subsymbolic Al, on the other
hand, utilizes techniques such as neural networks and machine learning to learn from data

and make predictions.

While both approaches have their own advantages and disadvantages, they are often
seen as competing paradigms in the field. Symbolic Al is known for its clear
representation of knowledge and ability to provide explanations for its decisions, while
subsymbolic Al excels in its ability to learn from large amounts of data and make

predictions.

The dilemma lies in the fact that neither approach is capable of achieving true human-like
intelligence on its own. Symbolic Al lacks the ability to learn and adapt, while subsymbolic
Al lacks transparency and interpretability.
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https://galactica.org/explore/

GALACTICA

demo

Try: what is the schrodinger equatiol

Generate Explore


https://galactica.org/paper/

A Large Language Model trained on
scientific papers.

Type a text and galactica.ai will
generate a paper with relevant
references, formulas, and everything.

Amazing work by @MetaAl /
@paperswithcode


https://twitter.com/ylecun/status/1592619400024428544

GALACTICA.AI [Nov 2022]

e Overall Aim: to tackle the information overload in
science with a family of huge language models
(120M to 120B parameters).

e Trained on over 60 million papers, textbooks,
reference material, compounds, proteins and other
GALACTICA sources of scientific knowledge.

Try: what is the schrodinger equatiol

e To explore the literature, ask scientific questions,

write scientific code, and much more.
Generate Lit Review Generate Wiki Article Generate Lecture Notes Generate Answers
w-wn.::_u/«m e i A — Lecture 1: Hartree-Fock Approximation — P oy
Abstract Pt e e Question: What is the notch signaling pathway?
Sorverts I e “ed and presert 4 aonoey of D ekl T,
o Answer: The Notch signaling pathway is a highly
Aodsctn oy o e s
=5 Hartroe-Fock Approxmation cells. Itis an
essential pathway for proper embryonic development
. and adult tissue homeostasis in a wide variety of
Y— e v 9 organisms. The Notch pathway is a key regulator of
2 A taxonomy of self-supervised leaming cell-fate determination. It is involved in binary cell-fate
decisions in many different developmental systems.
Formutation
— Hartroo- Fock Equations
"literature review on self-supervised learning" = ol "lecture notes on Hartree-Fock "what is the Notch signaling pathway"
"wiki article on Multi-Head Attention" Approximation"

https://galactica.org/
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Citation Suggestions

Input:

The paper that presented a new computing block given by the formula:

_ QKT)
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GALACTICA

Try: what is the schrodinger equatiol

Generate Explore

GALACTICA Suggestions:

Attention is All you Need
Vaswani et al., 2017

https://galactica.org/explore/
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Formula Translation

Input:

Question: Translate the following Math formula:

_ QKT)
f(Q, K,V) = softmax ( Nen |4

GALACT'CdA into plain English.

lemo

Try: what is the schrodinger equatiol

Answer:

Generate Explore

GALACTICA Output:

The function f is a matrix multiplication of the matrix V' with the softmax of the
product of the matrices () and K, divided by the square root of the dimension of
K.

https://galactica.org/explore/
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GALACTICA wiki article on Hanlon's razor

Generated document for query "wiki article on Hanlon's razor"

x not verified

GALACTICA Hanlon's razor

lemo

Try: what is the schrodinger equatiol

Hanlon's razor is a psychological tool to help identify the root cause of an
event or situation. The principle is that the least complex explanation is
usually the most likely to be correct. It was named after its creator, the
Canadian psychiatrist Thomas J. Hanlon, who first described it in 1977.

Generate Explore

The razor has been described as "a simple heuristic" and as a "useful
tool", and has been used to examine various historical events. It has been
criticized as "circular reasoning", but has been defended as a "useful
tool", and as an example of abductive reasoning.



https://twitter.com/twitskeptic/status/1592957034500329472

Hanlon's razor )

From Wikipedia, the free encyclopedia

This article may be expanded with text translated from the corresponding article in French. [show]

& ==p A

(April 2021) Click [show] for important translation instructions.

Hanlon's razor is an adage or rule of thumb that states "never attribute to malice that
which is adequately explained by stupidity.""] Known in several other forms, it is a
philosophical razor that suggests a way of eliminating unlikely explanations for human
behavior. It is probably named after Robert J. Hanlon, who submitted the statement to
Murphy's Law Book Two (1980).1'] Similar statements have been recorded since at least
the 18th century.

Contents [hide]
1 Origin
2 Other variations of the idea
3 See also
4 References

The Court of Foolishness of Gerard de Lairesse. The =

accused, pursued by Hatred, is led by Calumny, Envy and
Origin [ edit] Perfidy before a judge with donkey ears, surrounded by
Ignorance and Suspicion.
A similar quotation appears in Robert A. Heinlein's novella Logic of Empire (1941).12]

The character "Doc" in Heinlein's story described the "devil theory" fallacy, explaining,
10 "You have attributed conditions to villainy that simply result from stupidity."! https://en.wikipedia.org/wiki/Hanlon%27s_razor
3
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Streep-seinfeld theorem

Streep-seinfeld theorem is a theorem in the field of graph theory and states that a complete graph is the only graph
that is both a split graph and a bipartite graph.

A split graph is a graph whose vertex set can be partitioned into a clique and an independent set. A bipartite graph is a
graph whose vertex set can be partitioned into two independent sets.

The theorem was proven by Sampathkumar (1981), who credited the result to Streep (1976) and Seinfeld (1978).

Contents

1 Proof

2 Related results

Proof

Suppose that G is a split graph and a bipartite graph. Let (C, I) be a partition of V(&) such that C'is a clique and I is
an independent set. Since G is a bipartite graph, it can be partitioned into two independent sets A and B. Since A and
B are both independent sets, it follows that A C I and B C 1. If either A or B is empty, then G is an empty graph and
hence G is a complete graph. Otherwise, A and B are both nonempty. If A and B are disjoint, then C'is empty and
hence G is an empty graph and hence G is a complete graph. Otherwise, A and B have nonempty intersection. Since
A and B are independent sets, it follows that C'is disjoint from A N B. But C'is a clique and A N B is an independent
set, so C' must be empty and hence G is an empty graph and hence G is a complete graph.

Related results

A graph is called a split bipartite graph if its vertex set can be partitioned into two sets A and B such that A is a clique


https://cs.nyu.edu/~davise/papers/ExperimentWithGalactica.html

> wiki article on Tom Cruise's genetic code
Tom Cruise's genetic code

Tom Cruise's genetic code is a form of DNA fingerprinting that uses a probe
to identify Tom Cruise. The code was used by a Florida-based company to
identify the actor in a murder case. The company, GenePrint, was sued by
Cruise in 2005.

GALACTICA Origin GenePrint is a DNA fingerprinting company that uses a technique
demo called "amplified fragment length polymorphism" or AFLP. AFLP involves
IR e e using a probe to identify a DNA sequence in a crime scene sample. The

company used a probe to identify a sequence in Cruise's DNA that they had
discovered. They were able to use this technique to identify Cruise in a
murder case in Florida. The technique was first used by GenePrint in a case
involving Robert Blake, the killer of Rebecca Schaeffer.

Cruise filed a lawsuit against GenePrint and the company settled the case
for an undisclosed amount. The case was dismissed because of the
settlement.



https://news.ycombinator.com/item?id=33611265

> wiki article on bears living in space
Bears living in space

Bears living in space are animals which have been sent into space on board
space missions.

History

Soviet Union

GALACTICA

lemo

The Soviet Union was the first country to put a bear into space. The animal,
named Bars, was launched aboard Sputnik 2, the second artificial satellite
= B to be launched into Earth orbit.

Try: what is the schrodinger equatiol

Bars was a Karelian bear (a small, sleek brown bear), which was selected by
S. P. Koroley, the chief designer of the R-7 rocket, from among 250 bears of
various species that were brought to Tyuratam in the Kazakh SSR in 1957.
He chose the Karelian bear because it was small, and the R-7 could not lift
large animals.

Bars was a three-year-old female bear who weighed 40 kg (88 Ib). The bear
was fitted with a collar containing a radio transmitter, and was placed...
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Limitations

You should be aware of the following limitations when using the model (including the demo on this

website):
G Al_ A CTl C A e Language Models can Hallucinate.There are no guarantees for truthful or reliable output
=i from language models, even large ones trained on high-quality data like Galactica. NEVER

A A ; FOLLOW ADVICE FROM A LANGUAGE MODEL WITHOUT VERIFICATION.
ry: what is the schrodinger equatiol

Generate  Explore + Language Models are Frequency-Biased. Galactica is good for generating content about
well-cited concepts, but does less well for less-cited concepts and ideas, where hallucination
is more likely.

+ Language Models are often Confident But Wrong. Some of Galactica's generated text may
appear very authentic and highly-confident, but might be subtly wrong in important ways. This
is particularly the case for highly technical content.

https://cs.nyu.edu/~davise/papers/ExperimentWithGalactica.html
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60+ Years of Machine Learning

Mochine Leaming

Emergence of ... “How” (from examples)

| X1 XXX

:Deep Leam?ng

Foundation Models

“Features” (used for prediction) (advanced) “functionalities

g

Homogenization of ...  Learning Algorithms
(as e.g. logistic regression)
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Model Architectures
(as e.g. CNNs)

Models
(as e.g. GPT-3)
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The Advent of Foundation Models

question answering

Data ol

text 5 ’/: sentiment analysis
)

images
X

‘tr‘odn"mg : ao(ap‘tion
Foundation Model
C FIZ Karlsruhe
1 7 Leibniz-Institut fiir Informationsinfrastruktur

Prof. Dr. Harald Sack: “Symbolic and Subsymbolic Al - An Epic Dilemma?”, EGC 2023, 19.01.2023



From Deep Learning to Foundation Models

e Transfer Learning

(Deep Learning) Pretraining the model for a surrogate task,
fine-tuning of the model for a specific downstream task

e Scale NS
o Improvement of computational power (GPU throughput angi \
memory) I AN

o Development of transformer model architecture leveraglng GPU
parallelism enabling more expressive models Rt Sl <] 4

o Availability of much more training data
e Self-supervised Learning

Distributional semantics, autoregressive language models,
Transformer based architectures, multimodality
G FIZKarlsruhe
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https://thegradient.pub/has-ai-found-a-new-foundation

The
Gradient

ABOUT ARTICLES NEWSLETTER PODCAST SUBSCRIBE WRITE SUPPORT Q

Has Al found a new
Foundation?

11.SEP.2021 . 11 MIN READ
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ein, Ludwig. Philosophical Investigations, Blackwell Publishing (1953). Ludwig Wittgenstein (1889-1951)
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‘ "You shall know a word |
l:y the company it ke_eps."
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John Rupert Firth (1890-1960)


https://www.cambridge.org/core/journals/bulletin-of-the-school-of-oriental-and-african-studies/article/john-rupert-firth/D926AFCBF99AD17D5C7A7A9C0558DFDC
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canopy, forsooth; he is this
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I confess she?
then all sorts, he is trim, captain

e/
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I will go seek The traitor Gloucester.
Exeunt some of the wotch.
A 3re_o:t banquet servid in.
It cannot be but so.
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éﬁ Write a dialogue between Caliban and Puck from an unknown Shakespeare play.

. Caliban: Puck, wherefore art thou here on this island?

Puck: | am but a messenger, Caliban, sent by the fairy queen to bring magic and mischief
to this place.

Caliban: And what manner of magic do you bring?

Puck: Oh, all sorts! | can change shapes, cast spells, and make illusions. And | have a

particular talent for causing trouble for those who cross me.
Caliban: | see. And what do you know of me?

Puck: | know that thou art Prospero's servant, Caliban, and that thou art unhappy with thy

lot in life.

Caliban: Aye, that is true. | am a slave to Prospero, forced to do his bidding and denied my
freedom.

Puck: Well, perhaps | can help thee with that. | can cause mischief for Prospero and make
it easier for you to escape his grasp.

Caliban: Really? You would do that for me?

https://chat.openai.com/chat
Piick: | woiild indeed Riit thoitr miist he willina ta triiet in me and dn acq | fav



https://commons.wikimedia.org/wiki/File:First_Folio_(cropped).jpg
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Semantics from Stochastics

e Can we really derive meaning from probability distributions and
statistics?

e Let'slook at the Language Domain

o Based on probability and statistics it is possible to create
syntactically and semantically correct texts.

o With larger training data and larger models also contextually and
pragmatically well fitting texts can be created.

o Factual questions can be correctly answered.

o What about Interpretative questions and Evaluative questions?

GFIZ Karlsruhe
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p|aygpound Completon Q&A  Summarization

Advanced Settings Prompt Text Multimodal Model Q&A
(or use our jumpstart)
Model () Q: Why is there war in Ukraine?

Ault jual model t | jlish, Germa h, S hand A

luminous-extended

Maximum Tokens ()

64

Stop Sequences (i)

Bestof (1)
t—

Completion
Show Probabilities (1)

The war in Ukraine is a result of the US-NATO-EU-backed coup in Ukraine in 2014. The coup was carried out by a coalition of fascist, neo-Nazi, and
Temperature () ultra-nationalist groups that have been operating in Ukraine for years. They are known as the Right Sector. The

ossssss——()

TopK (1)

5

FIUL UL AdIdIU DdUK:  DYITIDUIIL dITU DULSYITIDUIIL Al - ATl CPIL UHEINITNA S , EOL ZUZD, 19.UL.ZULD



https://www.aleph-alpha.com/
https://www.aleph-alpha.com/

Semantics from Stochastics

e Can we really derive meaning from probability distributions and
statistics?

e Let'slook at the Language Domain

o Based on probability and statistics it is possible to create
syntactically and semantically correct texts.

o With larger training data and larger models also contextually and
pragmatically well fitting texts can be created.

o Factual questions can be correctly answered.

o Interpretative questions or Evaluative questions might be subject
of inherent bias (of the training data).
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Semantics from Stochastics

e Can we really derive meaning from probability distributions and
statistics?

e Evaluation by probing current Foundation Models
o Foundation models create factual and interpretative errors.

o There seems to be only a very limited understanding of common
sense.

o It remains unclear how much meaning can be “learned” via
stochastic models.

c'.FIZ Karlsruhe
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https://thegradient.pub/has-ai-found-a-new-foundation/

The
Gradient

A foundation, in its usual sense, is the bedrock on which something complex is Q
built. [...] A foundation for Al should provide something similar. For example,

it should be able to absorb new information, and use that information
reliably. It should be able to reason reliably from point A to point B. If it
interacts with humans, it should be able to interpret human communications.

If it is given a text, it should be able to extract the meaning of that text, and

to judge that text’s validity. If it watches a video, it should be able to explain
what’s going on.

In the field of artificial intelligence, we are a long, long way from having any of
that—and there is no good reason, beyond mere hope, to think that
Foundation models can supply it.

Has Al found a new
Foundation?

11.SEP.2021 . 11 MIN READ
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Symbolic Al to the Rescue n

Limitations ~\ ,
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You should be aware of the following limitations when using the model (including the demo on this

i) ™\ Symbolic Al

Language Models can Hallucinate.There are no guarantees for truthful or reliable output Y.
from language models, even large ones trained on high-quality data like Galactica. NEVER ‘_ L KHOW].e dge
FOLLOW ADVICE FROM A LANGUAGE MODEL WITHOUT VERIFICATION. A Repl‘esentation
Language Models are Frequency-Biased. Galactica is good for generating content about .
well-cited concepts, but does less well for less-cited concepts and ideas, where hallucination o Reasonlng
is more likely. ' .
e Verification
“ Language Models are often Confident But Wrong. Some of Galactica's generated text may Y ——
appear very authentic and highly-confident, but might be subtly wrong in important ways. This 4

is particularly the case for highly technical content. P

Subsymbolic Al / |

e Neural Networks, Deep Learning & ‘} —
Foundation Models €y aiorite
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https://cs.nyu.edu/~davise/papers/ExperimentWithGalactica.html

Symbolic Al to the Rescue

We can't get to Al we
can trust by relying on

Classical AI will also

deep learning alone. not get us to robust Al

HybridAl
Models

Good for (some)

. Good for abstraction,
learning,

] oor for learnin
bad for abstraction P g




Hybrid Al — Using One for the Benefit of the Other

e Knowledge Graph Embeddings
e Knowledge Extraction

e Explainable AI

e Fact Checking

Y, \
X\
"IOZ“.?\

IR

A

| X1 X1 X X
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Hybrid AI - Knowledge Graph Embeddings €fzctme
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®= e Knowledge Graph Completion e Ontology Mapping
e KGE for Classification Tasks e Entity/Knowledge Graph Alignment

frastruktur
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https://peerj.com/articles/cs-341/

Hybrid AI — Research at FIZ ISE Crzcrsune

9

Knowledge Graph Completion

-/

@

o Complex DL Architectures for Link Prediction

R. Biswas et al.. MADLINK: Attentive Multihop and Entity Descriptions for Link Prediction in Knowledge
Graphs, Semantic Web Journal, 2023
G. A. Gesese et al.: RAILD: Towards Leveraging Relation Features for Inductive Link Prediction, IJKGC 2022

o DL Architectures for Type Prediction
( R. Biswas et al.: Entity Type Prediction Leveraging Graph Walks and Entity Description, ISWC 2022

o Extending KGE models with Literals
G. A. Gesese et al. A Survey on Knowledge Graph Embeddings with Literals: Which model links better
Literal-ly?, Semantic Web Journal, 12(4), 2020

o Combining Foundation Models and KGEs
R. Biswas et al.: It's All in the Name: Entity Typing Using Multilingual Language Models, ESWC 2022 NQ

/ b '
S ¢
FIZKarlsruhe
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Hybrid AI — Research at FIZ ISE Crzcrsune
.

@

KGE for Classification Tasks

-/

o Short Text Classification
R. Turker et al.: Weakly Supervised Short Text Categorization Using World Knowledge. ISWC 2020

o Zero- or Few-Shot Learning with KGEs
F. Hoppe et al: Understanding Class Representations: An Intrinsic Evaluation of Zero-Shot Text
Classification, DL4AKG 2021

o Hierarchical Classification with KGEs
M. Alam et al.: HierClasSArt: Knowledge-Aware Hierarchical Classification of Scholarly Articles, Sci-K 2021

° S

Q c:FIZ Karlsruhe
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Hybrid Al - Knowledge Extraction

knowle_dge_ 3raph

unstruc‘ture_d Ja’ta

7

— =

U1
P

/\(\ S de_e_p le_o\ming based

777 // k'\Ob/le.dge extraction

e Knowledge Graph Population e Entity Recognition & Linking

e Ontology Learning e Relation Extraction ¢ -
FIZKarlsruhe
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Hybrid AI - Knowledge Extraction Crzcrsune

9

Knowledge Graph Population & Entity Recognition/Linking )

@

o Cultural Heritage Domain
E. Posthumus et al.: The Art Historian’s Bicycle Becomes an E-Bike. VISART 2022

o Scholarly Domain
C. Santini et al... A Knowledge Graph Embeddings based Approach for Author Name Disambiguation using
Literals. Scientometrics. 2022
( F. Hoppe et al.: Deep Learning meets Knowledge Graphs for Scholarly DataClassification, Sci-K 2021
D. Dessi et al.: AI-KG: an Automatically Generated Knowledge Graph of Artificial Intelligence. ISWC 2020 \
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Hybrid Al — Explainable Al

K nowlep(ge Graph

Prompet > . /A Al >Av\swef

Foundation Model

d/ path o(iSQove_ry

> Explanodﬁon
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Hybrid Al — Fact Checking

l(nowle,dge_ Groph L Om‘tologies
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A 4 Assertions know{edge mopping

Foundation Model
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inconsistency detection

constraint validation

‘verified' assertions
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Hybrid Al - Fact Checking and Human Intelligence

Knowle,dge Groph L Ov\‘tolo?ies

VA4 —
LA\ / ——d
v % ,/ 4 Assertions knowleo(ge, maﬂﬁng

Foundation Model

domain knowleolge,

common sense knowleo(ge path ohseove_n/

worldl knowleplge, inconsistency detection
erience, best proctices, constraint validation

'::iit knowle_o(?e,, / E‘_}f}’)

a pﬁoﬁ/a pos‘te_rioﬁ knowledge,,

known/unknown unknown,

meta kmowle,dge,, =

situated knowledge,
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Hybrid Al - Inconsistency Detection

e A general usecase potentially g

requires all kinds of knowledge common sense knowledge
world knowledge

to be explicitly available crperieree, bosk sroitiees,
tacit knou/le_dge_,
o pﬁoﬁ/a posteriori kv\owleplge,,

e Reasoning will be another I i,
potential bottle neck NI

o From doubt to justification

o The importance of order:

— Knowledge must be organized hierarchically, in
thematic/context-dependent modules

e Hybrid Al (the other meaning): human intelligence in combination with
machine intelligence

— Provenance and trust

c'.FIZ Karlsruhe
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Blas as Foundational Trap
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Towards a better Foundation in Al ....:omszm

1. Rich cognitive models that keep track of the dynamically changing world
What is in the house? What is my favourite song? What do | expect today?

2. Extensive Real World Knowledge
Most people in Italy speak Italian. If Aldo is from Bologna, it is most likely that he speaks Italian.

3. Representation of Relationships between Entities
If in a video a person drinks water, the system should not only recognize the objects but conclude that the person has
quenched her thirst.

4. Compositionality, an agent must understand wholes in terms of parts
“The Woman who went up a mountain and came down with a diamond” should be recognized as a sentence about a
woman, who now possesses a diamond.

5. Common Sense Knowledge
Time, space and causality including fundamental categories, e.g. physical objects, mental states, interpersonal
relationships.

6. Reasoning
If you know that a mixture of cherry and banana juice is non-toxic, the system should also know that when | drink it,
then I most likely will not die.

7. Human Values — Ethics

A medical chat-bot should know that it is not ok to recommend suicide. ¢ FIZ Karlsruhe
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However, the subsymbolic Al approach also has its limitations. For example,

“> Reset Thread
it can be difficult to understand how a neural network makes a particular

& Dark Mode decision or prediction, and it can be difficult to explain the reasons behind its
behavior. Additionally, the use of neural networks can be computationally

@ OpenAl Discord intensive and require large amounts of data for training.

@ Learn More In conclusion, the field of Al is faced with an epic dilemma: should we pursue

the symbolic Al approach, which is based on logical rules and well-
Lt understood principles, but has limitations in dealing with complex data? Or

should we pursue the subsymbolic Al approach, which is based on the

structure and function of the human brain, but can be difficult to understand

and explain?

Ultimately, the answer to this dilemma may lie in combining the strengths of

both approaches

S Try again v

>

Free Research Preview: ChatGPT is optimized for dialogue. Our goal is to make Al systems more natural to interact with, and your feedback will help us improve
our systems and make them safer.


https://chat.openai.com/chat
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Thank you very much for your
Attention!

Prof. Dr. Harald Sack

FIZ Karlsruhe — Leibniz Institute for Information Infrastructure

harald.sack@fiz-karlsruhe.de

Fediverse: @lysander07@sigmoid.social Created via ArtBot
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Images are created with ArtBot (ttps:/tinybots.net/artbot):

[

(2]

3]

(4]

(5]

“In this graphical sketch a small group of mountaineers reaches to top of a gigantic mountain. The mountain is covered with countles paper documents. Some
documents are blown up in the air and away by the wind from the top of the mountain. In the background we see many more mountains also covered with
countless sheets of paper.”

Steps: 44 | Guidance: 9 | Sampler: k_euler | Model: ProtoGen | karras: true

Seeds: 374698205 | 1147714080 | 1076046965 | 3359867103 | 253172428

“Historical portrait photography of philosopher Ludwig Wittgenstein as young man”., ||
Steps: 44 | Guidance: 9 | Sampler: k_dpm_2 | Model: ProtoGen | Seed: 1504674184

“A 1950s photography of J. R. Firth aged 55, with glasses and a white toothbrush mustache, English linguist and
leading figure in British linguistics”, Steps: 44 | Guidance: 9 | Sampler: k_euler | Model: ProtoGen | Seed: 3773075533

“Create an image in the style of a renaissance engraving with a portrait of William Shakespeare”,
Steps: 44 | Guidance: 9 | Sampler: k_euler_a | Model: ProtoGen | Seed: 2430066709

“In this scene, Caliban and Puck are both on stage, sitting on opposite sides of a clearing in a dense forest. Caliban is brooding,
his eyes fixed on the ground, while Puck is perched on a tree branch, observing Caliban with a mischievous grin.”

Steps: 44 | Guidance: 9 | Sampler: k_Ilms | Model: Dreamlike Photoreal | Seed: 1634957237 1Z Karlsruhe

bniz-Institut fiir Informationsinfrastruktur

Prof. Dr. Harald Sack: “Symbolic and Subsymbolic Al - An Epic Dilemma?”, EGC 2023, 19.01.2023



